
CM3203: PROJECT PLAN - ONE SEMESTER INDIVIDUAL PROJECT - 40 CREDITS 1

Methods for Exploring the Search Space of

Image Dataset Augmentation Policies

Daniel Harborne

Student

David Marshall

Supervisor

Kirill Sidorov

Moderator

School of Computer Science

Cardiff University

Cardiff, UK

1 Project Description

In the field of image classification, approaches using Deep Learning have become the stan-

dard for achieving state of the art performance [4, 14]. These algorithms “learn” how to

perform their tasks rather than being explicitly programmed and in order to be effective,

they often require large volumes of task-relevant examples in the form of labeled training

data [13]. This poses two main problems. Firstly, performing the manual labelling of train-

ing images takes the commitment of a large number of human hours. Secondly, in many

domains, rare edge cases exist which are hard to collect examples of. This ultimately means

that even when all the collected images are labelled, these edge cases still prove to cause

problems for the Deep Learning models performing the classification.

One approach to mitigate this issue is to use image augmentation [13, 18, 20] which pro-

duces “new” training images using image operations such as transformation, contrast change

and mirroring. If this process is applied to already labelled images, the new images can be

automatically labeled with the same label as the originals. Though it is widely recognized

as being beneficial, there is a lack of studies that have explored developing best practises for

image augmentation. Many state of the art developments to Deep Learning techniques have

been achieved with augmentation as part of their training pipeline but the strategy used was

developed manually through trial and error. As stated in [8], the Deep Learning training pro-

cess would benefit if the selection of effective augmentation strategies could be automated.

This is the motivation behind the recent paper from Google [2], which explicitly outlines

a possible search space of image augmentation techniques. In addition, the paper details an

algorithm for automatically trialing samples of augmentations from this space on a sub-set of

a dataset in order to find effective strategies to utilize in the final training on the full dataset.

Although, the paper itself states that the search algorithm they propose (AutoAugment) may

likely be improved upon, it already helped train models to beyond state of the art performance

on many well established image classification challenge datasets such as CIFAR10 [10] and

ImageNet [3]. Although improvements to Deep Learning model architecture and techniques

has been explored regularly within the literature [5, 6, 7, 14, 15, 16, 17, 19, 22], the gains

seen by this pursuit are shrinking [2] and so pursuit of successful augmentation strategies

appears to be a promising path for improvements.
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This project aims to contribute to this effort in two ways. Primarily, the aim is to pro-

vide a publicly available implementation of the AutoAugment algorithm proposed in [2].

Secondly, the project aims to explore possible adaptations of AutoAugment as well as alter-

native approaches in order to improve on its ability to recommend augmentation strategies.

If the search for improvement is successful, the findings will be written up as a research

paper and submitted to a suitable venue.

2 Project Aims and Objectives

This project has two aims (as outlined in 2.1 and 2.2). The first, implementing and open

sourcing an implementation of the AutoAugment algorithm, will be the focus of the project

and the main deliverable. The project will be considered a success if the requirements of the

first objective are met. However, if time allows, the second objective will be pursued. The

potential also exists to explore the second objective outside the time frame of the project in

the future.

2.1 Implementing AutoAugment Algorithm

Core Requirements:

• Accurately reproduce the strategy documented in the paper [2].

• Develop the algorithm as a toolbox which can be applied to any dataset that adheres

to some supplied minimal formatting and organizational criteria.

• Input and output signature of the toolbox allows for integration within TensorFlow1

training pipelines.

• Publish the toolbox on GitHub2 as open source with necessary documentation to allow

the community to easily make use of it in future research and production applications.

2.2 Improving upon AutoAugment

Core Requirements:

• Explore possible strategies that could improve upon AutoAugment.

• For each strategy explored, produce results that conclude whether it provides an im-

provement to AutoAugment.

• If significant results are produced, write the findings up as a paper and publish to a

suitable venue.

• Briefly outline and document any unexplored strategies that have potential for improv-

ing upon AutoAugment as future work.

1https://www.tensorflow.org/
2https://github.com/
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3 Work Plan

In this section, the tasks to be performed during the project will be outlined with details

about what they involve. To begin, in this section, some general justification for the structure

of the work plan are outlined. In section 3.1, task specific considerations are provided .

These decisions have been developed from consideration to minimizing the risks as outlined

in section 3.2.

Due to the time constraints of the project and the nature of training deep learning models,

it’s important to structure the workload such that training of models can begin as soon as

possible and be parallelized with other tasks.

In addition, the AutoAugment algorithm includes the need for training many models, as

such some baseline timings for training a single model needs to be established so a calcula-

tion can be produced for how long running the algorithm could take once implemented.

Finally, as the implementation of AutoAugment is the priority, the work plan has been

structured to allow for a large amount of slack time for the implementation in case it runs

over estimate. If used, this comes at the cost of having to push back or abandon the objective

of publishing an improvement to the AutoAugment algorithm (as seen in the Gantt chart in

3.2.3.

3.1 Individual Work Items

1. Dataset Collection and Curation

In this stage, datasets that will be required for the project will be downloaded. In

addition, smaller subsets of some datasets will be curated for use during development.

Some datasets (ImageNet and SVHN [12]) won’t be needed until the testing of an

extension to AutoAugment or a novel approach is developed and thus these are given

a high amount of slack time.

2. Testing Computation Time with Provided Google Codebase

This stage focuses on providing a baseline time for training a single instance of the

model used in the AutoAugment paper (Wide-ResNet-28-10 [21]) across a range of

available resources. In addition, the time will be measured when training a model on a

simpler dataset (MNIST [11]). This will allow for suitable contingencies to be put in

place if the training time for CIFAR10 on the computational resources available looks

to be too long that using CIFAR10 creates the risk of not completing the project in

time.

3. Implement AutoAugment

Notably, for the actual task of implementing AutoAugment, time has been allocated

to allow for the knowledge acquisition needed to implement the AutoAugment algo-

rithm. It is also worth noting that implementation is currently scheduled to first take

place using the MNIST dataset which will allow for quicker model training during

development. After the implementation is complete, the results can be generated for

CIFAR10 (which can run in parallel to other tasks).
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4. Improve on AutoAugment

For this task, a number of possible augmentation policy selection strategies are out-

lined with time allocated to explore them and generate results. Systematic search has

been targeted first because the algorithm to perform a systematic search should be

simple to develop but will take a long time to run. As such, starting the results gener-

ation as soon as possible allows for other techniques to be explored in parallel. Two

approaches that build directly from AutoAugment have been allocated time to explore

as these shouldn’t be too time consuming to produce once the implementation of the

original AutoAugment is in place. Genetic algorithms is listed within this task but not

currently allocated time. Whilst it does seem like a strategy with potential (as stated

by [2]) it seems like the strategy from the list that will be the most time consuming to

implement and as such, poses the highest risk to explore. It is still listed as an option

as it could become viable if the time estimated to make progress on other tasks has

been overestimated.

5. Write Up

This task represents two sub tasks of writing up the work performed. Firstly, if results

from novel strategies have shown to be significant, a paper can be written up within

the project. Completing the paper within the project’s time frame gives the benefit

of being a strong outcome of the project and also allows for the paper to be targeted

towards BMVC 2019 a very suitable venue for such a paper. It is worth noting that

this paper could also be undertaken outside the scope of the project in the future. In

which case, this time can be used to provide slack time for previous tasks. Finally,

the project must be written up and submitted by 10th May and suitable time has been

allocated to write drafts and final versions of the project report.
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3.2 Risk Analysis

3.2.1 Risk Table

Figure 1: Risks table showing notable project risks that should be considered and mitigated

against.

3.2.2 Risk Matrix

Figure 2: Risks matrix[9] for assessing overall risk of project.
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