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                                               Abstract 

Vast number of people visiting ecommerce website may not have the intention to make a purchase. 

This could be due to various reasons. However, based on a user’s activity within the ecommerce 

website can give us a indication if the user is likely has an intent to purchase or not. In this project I 

will be exploring the possibility of using google analytics data of user activity withing an ecommerce 

website to predict customer purchase intention. Using the application of Machine Learning 

algorithms to derive highly accurate prediction models. Ability to predict customer purchase 

intention can be invaluably helpful to ecommerce businesses as it allows them to understand the 

digital retail space better. 
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1.Introduction 

Motivation  

Retail shopping is continuing to shift to E-commerce shopping and as a result the dynamics of 

shopping is changing around the world. E-commerce has already become a major form of retail 

market. Online customers often browse pages of e-commerce sites before they place orders or 

abandon their browsing without purchase. This information can help businesses to better cater to 

customer preferences and help both the business and customers mutually by recommending 

products specific to each customer and therefore increasing sales for the businesses. However, most 

of the time customers visiting these online websites may not make any purchase at all. This could be 

for various reasons i.e., Price of product or window shopping. It is important to predict customers' 

purchasing intention so that retention measures like e.g., recommending suitable products can be 

taken to convert potential customers into purchasers. Currently, the closest existing solution to this 

problem has been the recommendation system. Where previous purchase information from a 

customer is processed to predict the types of products a customer would be interested in. There is 

evidence [12] to suggest that retention measures such as an apt recommendation system plays an 

extremely important part in converting sales. Here the prediction of customer purchase intention 

can help strategize different marketing strategies and could be added to the mechanism of the 

recommendation system[13] of an ecommerce retailer. An example could be that if the ML solution 

predicts a strong customer purchase intention, then maybe the recommend system could 

recommend a higher quality or a more expensive product as it can be inferred that the user would 

be willing to consider a better or more expensive product if their intention to purchase a type of 

product is very strong. If the solution predicts a low purchase intention, then recommendation 

sǇsteŵ Đould reĐoŵŵeŶd produĐts that are oŶ disĐouŶt or produĐts ǁith speĐial offers i.e. ͞BuǇ oŶe 
get oŶe free͟. Later this historiĐal data of hoǁ Đustoŵer iŶteŶtioŶ ĐhaŶges ǁith suĐh 
recommendation can also be studied and be applied to improve the recommendation system itself 

further. However, this report focuses only to the extent of predicting customer purchase intention.    

 

Aims and objective of the project 

This project aims to use the information customers may leave in the form of the trace of browsing 

history data or user information when they visit an online shopping site. With the help of this 

information, the project aims to predict online shoppers' purchasing intention by using clickstream 

and session information data. The project aims to create a machine learning model based on this 

iŶforŵatioŶ to prediĐt Đustoŵer’s purĐhasiŶg iŶteŶsioŶ. The Objective of the project is to build a 

Machine Learning that can predict customer purchase intention as accurately as possible. 

  

Scope of the project 

The scope of this project is only limited to predicting customer purchase intention and evaluating 

and measuring the accuracy of these predictions.    

 

 



                                                                       2.Background 

 

This section will be covering some of the technical knowledge researched to develop the final 

solution. It will explain the concepts, dataset used, software, plugins that are used or covered to 

address the problem being solved. It will also cover the wider context of the project, constraints of 

the approach and stakeholders within the problem area. 

Background technical research. 

Machine Learning.  

As mentioned in the introduction, the problem is classified as a Machine Learning problem. 

However, here I will be going in depth into that is Machine Learning and why Machine learning is a 

suitable approach to predict customer purchase intention. Machine learning is a type of 

computer algorithms that improve automatically through interaction and collecting new data.[14] It is 

a subset of artificial intelligence. Machine learning algorithms build a model based using a sample 

dataset this is also called training data. It then builds the model on the sample dataset to make 

predictions or decisions without being explicitly programmed to do so.[15] We can see from how 

Machine learning algorithm function and know that problems that have too many rules to identify a 

solution will generally be a Machine Learning problem. As there are too many rules and edge cases, 

traditional programming can be nearly impossible to build a good solution. For example, creating a 

program to identify if an image is of a cat cannot be traditionally programmed due to numerous 

challenges in defining the rules, addressing the edge cases and many such limitation. It is more 

effective to let the machine develop its own algorithm, rather than having human programmers 

specify every needed step[16]. Using machine learning this problem can be addressed as the Machine 

Learning algorithm builds models that use various statistical and mathematical reasoning to 

approximate the image it is looking at to the target image. The more varied images of a cat it is 

familiar with, the better it will get at identifying an image of a cat in the future. This is in a way 

similar to how human brains functions; humans use their memory or data from past experience to 

make sense of information in the present.  

In the case of this report, I am trying to predict customer purchase intension which cannot be solved 

easily with traditional programming due to limitations discussed above. So, I will use the Machine 

Learning algorithms to build a model or an algorithm that can help predict the outcome of customer 

purchase intention with as high a degree of accuracy as possible.   

There are two main Machine Learning problems. These are Supervised and Unsupervised. Here I 

have researching on what these two different types of Machines Learning model are trying to solve 

and to identify the most suitable Machine Learning model to the problem I am trying to solve in this 

report. 
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Supervised Learning  

Supervised Learning is when the machine learning task of learning a function that maps an input to 

an output based on example input-output pairs.[1] It infers a function from labelled training 

data consisting of a set of training examples.[2] When training a supervised learning algorithm, the 

training data will consist of inputs paired with the correct outputs. During training, the algorithm will 

search for patterns in the data that correlate with the desired outputs. After training, a supervised 

learning algorithm will take in new unseen inputs and will determine which label the new inputs will 

be classified as based on prior training data. The objective of a supervised learning model is to 

predict the correct label for newly presented input data. At its most basic form, a supervised 

learning algorithm can be written simply as: 

ݕ  = ݂ሺݔሻ 

 

Where Y is the predicted output that is determined by a mapping function that assigns a class to an 

input value x. The function used to connect input features to a predicted output is created by the 

machine learning model during training. Supervised learning can be split into two subcategories [3]: 

Classification: During training, a classification algorithm will be given data points with an assigned 

category. The job of a classification algorithm is to then take an input value and assign it a class, or 

category, that it fits into based on the training data provided. The model will find correlation 

between features within the data and class to create the mapping function mentioned earlier: Y=f(x). 

Regression: Regression is a predictive statistical process where the model attempts to find the 

important relationship between dependent and independent variables. The goal of a regression 

algorithm is to predict by identifying the factors that create an impact in the outcome of the predict. 

In a regression model we have dependent variables and independent variables. Dependent variable 

are the main factors that have an impact on the outcome whereas the independent variables are 

variable that we suspect to have an impact on the dependent variables. The equation for basic linear 

regression can be written as so: 

ݕ  = [Ͳ]ݓ ∗ [Ͳ]ݔ + [ͳ]ݓ ∗ [ͳ]ݔ + ⋯ + [�]ݓ ∗ [�]ݔ + ܾ 

 

Where x[i] is the features for the data and where w[i] and b are parameters which are developed 

during training. For simple linear regression models with only one feature in the data, the formula 

looks like this [3]: ݕ = ݔ݉ + ܿ 
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Unsupervised learning 

Unsupervised learning, also known as unsupervised machine learning, uses machine learning 

algorithms to analyse and cluster unlabelled datasets. These algorithms discover hidden patterns or 

data groupings without the need for human intervention. Its ability to discover similarities and 

differences in information make it the ideal solution for exploratory data analysis, cross-selling 

strategies, customer segmentation, and image recognition [4]. Two of the main methods used in 

unsupervised learning are principal component and cluster analysis. Cluster analysis is used in 

unsupervised learning to group, or segment, datasets with shared attributes in order to extrapolate 

algorithmic relationships.[5] In other words, clustering deals with finding a structure in a collection of 

unlabelled data by finding distinct groups in the dataset. For clustering, we need to define a 

proximity measure for two data points. Proximity here means how similar/dissimilar the samples are 

with respect to eaĐh other. A ͞good͟ proǆiŵitǇ ŵeasure is VERY appliĐatioŶ depeŶdeŶt. The Đlusters 
should ďe iŶǀariaŶt uŶder the traŶsforŵatioŶs ͞Ŷatural͟ to the proďleŵ [6]. Clustering algorithms 

can be classified as follow [7] 

Exclusive Clustering: In exclusive clustering data are grouped in an exclusive way, so that a certain 

datum belongs to only one definite cluster. K-means clustering is one example of the exclusive 

clustering algorithms 

Overlapping Clustering: The overlapping clustering uses fuzzy sets to cluster data, so that each point 

may belong to two or more clusters with different degrees of membership. 

Hierarchical Clustering: Hierarchical clustering algorithm has two versions: agglomerative clustering 

and divisive clustering Agglomerative clustering is based on the union between the two nearest 

clusters. The beginning condition is realized by setting every datum as a cluster. After a few 

iterations it reaches the final clusters wanted. Basically, this is a bottom-up version Divisive 

clustering starts from one cluster containing all data items. At each step, clusters are successively 

split into smaller clusters according to some dissimilarity. Basically, this is a top-down version. 

Probabilistic Clustering: Probabilistic clustering, e.g., Mixture of Gaussian, uses a completely 

probabilistic approach.  

Some of the common clustering algorithms are K-means, Fuzzy K-means, Mixture of Gaussians 

 

Selecting between Supervised Learning and Unsupervised Learning  

Here it can be seen that the proďleŵ is ďased oŶ prediĐtiŶg the ͞ReǀeŶue͟ class label using labelled 

features and so we can classify the problems as a Supervised Learning problem. This helps us 

understand that it is more suitable and appropriate to implement a Supervised Learning ML 

algorithm instead of an Unsupervised learning ML algorithm because in the case of an unsupervised 

learning problem the data is unlabelled, and the purpose is to find structure in the data. As 

mentioned earlier the supervised learning can be split into two subcategories. These are 

Classification and Regression. I have researched algorithms from both the subcategories- 

classification and regression below. 
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List of Supervised Machine Learning algorithms researched for this project. 

Logistics Regression: the logistic regression model is used to calculate probabilities of a class label or 

event existing such as pass/fail, win/lose, veg/non-veg/vegan, rating between 1 to 10 . Logistic 

regression uses the logistics function to model the dependant variable or the class field i.e pass/win.  

However more complex dependant variable which have more than two classifications i.e 

vegan/veg/non-veg can also be modelled. These multiple classification logistic models are usually 

done using Multinomial logistic regression. As mentioned earlier, there are than one way type of 

logistic regression model.  

Binary Logistic Regression: This type of logistic model is used to model the binary dependent 

variable. Binary Logistic regression is best used when the categorical response or outcome is binary 

in nature. For example, when the target is either 1 or 0. Another example would be if the outcome 

to eŵail Đould ďe ͞spaŵ͟ or ͞Ŷot spaŵ͟.   

Multinomial Logistic Regression: Multinomial logistic regression is a classification method that 

generalizes logistic regression to multiclass problems[9]. This version of Logistic regression model is 

used when the dependent variable or target we are trying to model has more than two outcomes. It 

is a model used to predict the probabilities of the different possible outcomes of a distributed 

dependent variable. For example, predicting which food is preferred more (Veg, Non-Veg, Vegan). 

Ordinal Logistic Regression: Ordinal Logistic Regression model is like Multinomial Logistic regression. 

It is used when the outcome has a meaningful order, and when more than two categories or possible 

outcome exist. 

Logistics regression uses the logistic function which is a sigmoid function that is used as the target 

class estimator. Here it takes a linear combination of features and applies a nonlinear function to 

produce an output. It takes in any real value t and outputs a value between 1 and 0. Below is an 

equation and graph of a sigmoid function. 

 

                                                 

 

 

 

 

                                                                                     Fig.1 

                                                       ݃ሺݐሻ = 11−�−� 

 

The goal in Logistic Regression ML algorithm is to model the probability of a random variable being 0 or 1 

given experimental data[9] . For the implementation of the Logistic Regression on the dataset, I will be 

selecting the Binary Logistic Regression as it is the most suitable type of logistic regression. The intent 

of the solutioŶ is prediĐt tǁo poteŶtial targets ǁhiĐh are either ͞ϭ͟ or ͞Ϭ͟ for the Đustoŵer iŶteŶt 
where 1 and 0 represent true of false indicating the nature of customer purchase intension. 

https://en.wikipedia.org/wiki/Multinomial_logistic_regression
https://en.wikipedia.org/wiki/Statistical_classification
https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Multiclass_classification


Random Forest: Random Forest is a collection of decision trees. Decision trees have nodes and 

leaves. The nodes are decisions, and the leaves represent the choices to the decisions. Decision 

nodes are where the data is split. Each choice to the decision then becomes a node and may have 

further leaves that represents further decision choices and so on and the trail continues. Following 

the path of the decision tree by choosing nodes and leaves leads to the final decision or outcome. 

Below is an example of a decision tree.  

                              

 

 

 

 

 

 

 

                                                                        Fig.2 Decision Trees 

Random Forest uses a collection of individual decision trees to make decision. It makes use of 

randomly created decision trees. Here each node in the decision tree works on a random subset of 

features to calculate the output. The random forest then combines the output of individual decision 

trees to generate the final output [10]. The process of combining the output of multiple individual 

models is called Ensemble Learning.  To compare between decision tree and a decision tree, the 

decision tree is built on an entire dataset, using all the features/variables of interest, whereas a 

random forest randomly selects observations/rows and specific features/variables to build multiple 

decision trees from and then averages the results. After many trees are built using this method, each 

tree "votes" or chooses the class, and the class receiving the most votes by a simple majority is the 

"winner" or predicted class. This works well in the dataset where there more uncorrelated features 

as seen the data exploration stage earlier. The reason random forest works better in datasets with 

large uncorrelated data is because while some trees may be wrong, many other trees will be right, 

so as a group the trees are able to move in the correct direction. Below is an illustration of a Random 

Forest 

 

 

 

 

 

                                       

                                        

                                                     Fig.3 Illustration of Random Forest Algorithm 



Extra Trees:  Extra tree is similar to random forest tree as it also makes use of the ensemble method 

where multiple collection of individual decision tree to make a prediction. However, In terms of 

computational cost the Extra Trees algorithm is less expensive, and therefore execution time Is 

faster than Random Forest. In this report I am using decision tree as an alternative approach to the 

Random Forest algorithm. This algorithm saves time in learning but is nearly as effective as random 

forest this is because the most of Extra Tree’s algorithm procedure is the same as that of Random 

Forest, but it randomly chooses the split point instead of calculating the optimal one as Random 

Forest does.  

Another difference is the selection of cut points to split nodes. Random Forest chooses the optimum 

split while Extra Trees chooses it randomly. However, once the split points are selected, the two 

algorithms choose the best one between all the subset of features. Therefore, Extra Trees adds 

randomization but still has optimization [11]. The randomization itself adds a layer an additional 

feature to the algorithm, this can greatly improve prediction performance if there are irregular 

features that could not be detected during pre-processing and there it can generalize better [20] than 

Random Forest when there is noise in the data. However, there are exceptions to the case where 

extra tree do not perform better than Random forest when there is noise left in the dataset. In 

general, extra tree does better at fitting the data and generalizing than Random Forest.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Deep Learning Neural Network or Deep Learning is an extension of Artificial Neural Network. 

Artificial neural networks (ANNs)—mimic the human brain through a set of algorithms. A basic 

artificial neural network is comprised of four main components: inputs, weights, a bias or threshold, 

and an output.[21] The input is the information received by the neuron or unit. This information 

generally comes from a fellow neuron unit. The weights are the conditions set or factors identified 

during the learning process that has an impact on the outcome. The weights control the signal (or 

the strength of the connection) between two neurons. A weight decides how much influence the 

input will have on the output. If the output of any individual node is above the specified threshold 

value then that node is activated sending data to the next layer of the network. Threshold controls 

the communication information between the neurons. Bias is a constant value that is needed for the 

neurons to function, if the input is all 0 then the neuron may not get activated. 

 

 

 

 

 

 

 

These neurons are connected to each other through a network. These neurons or units receive 

various forms and structures of from the input data and based on an internal weighting algorithm, 

and the neural network attempts to learn about the data presented to it. 

Each of the node or neurons function like a regression model composed of input data, weights, a 

bias (or threshold), and an output. The regression formula can be represented as below. � =  ∑ሺ݁ݓ�݃ℎݐ ∗ ሻݐݑ݌݊� + ሺܾ�ܽݏ +  ሻ݈݀݋ℎݏ݁ݎℎݐ

The main difference between regression and a neural network is the impact of change on a single 

weight. In regression, you can change a weight without affecting the other inputs in a function. 

However, this is not the case with neural networks. Deep Learning [22]is when the layers of ANN is at 

least 3 or more. The additional hidden layers can help to optimize and refine for accuracy than an 

average Artificial Neural Network. 

Fig.8 Neuron 

Fig.9 Artificial Neural Network vs Deep Neural Network 



Software, Plugins and Other Tools  

Python: is a programming language that support large number of open-source libraries that are used 

in implementing machine learning algorithm and for data visualization and analysis. 

pandas: is open-source data analysis and manipulation tool, built on top of the Python programming 

language. 

Imbalanced-learn: is an open source, MIT-licensed library relying on scikit-learn and provides tools 

when dealing with classification with imbalanced classes[17]. 

 

Scikit-learn: is an open source machine learning library that supports supervised and unsupervised 

learning. It also provides various tools for model fitting, data preprocessing, model selection and 

evaluation, and many other utilities [16]. 

category_encoders: Is a python library that allows to implement One Hot Encoding on features in 

the dataset.[19]  

Keras: is a deep learning framework will be used to implement the ANN(Artificial Neural Network) 

and deep learning models. 

Google CoLab: It is an online programming platform that is especially well suited to machine 

learning, data analysis and education. I have used google colab as it provides better hardware for 

Machine Learning computing for example for training the Machine Learning. 

 

Wider context of the project 

The algorithms discussed to solve problem of predicting customer purchase intention could be 

useful in improving recommendation system of ecommerce website to improve suggestion based on 

customer purchase intention. It can also benefit ecommerce organization understand their average 

Đustoŵer’s purĐhase iŶteŶtioŶ aŶd it ĐaŶ also help iŶ assessiŶg the eǆteŶt of suĐĐess of their 

marketing strategy. Any changes to website page layout, external marketing etc can have an impact 

on the average customer purchase intent. Meaning more people are arriving to the ecommerce 

website with a strong intension to make a purchase.      

 

Stakeholders within the problem area. 

The stakeholders in this problem area are both the ecommerce retailers as well as the customers 

themselves. This is so because by predicting customer purchase intention firms can make their 

marketing strategy more effective towards each customer by tailoring their marketing strategy to 

suit each user arriving to their ecommerce website by predicting if the customer has higher or lower 

iŶteŶsioŶ of purĐhase aŶd applǇiŶg speĐifiĐ strategies suĐh as disĐouŶts or ͞ďuǇ oŶe get oŶe free͟ 
deals if the customer intension is low or suggesting better and more expensive products if 

purchasing intention is high as it can be inferred that customer would  be interested in considering 

purchasing more expensive or higher quality product if their intention to purchase a type of product 

is high. This will help convert more sales effectively and it would also reduce wastage in in marketing 

as there will be extra datapoints for the business to study and implement better marketing strategy. 

At the same time, the customer also benefits as they can get better deals and suggestions by the 

eĐoŵŵerĐe ǁeďsite’s algorithŵ ǁhiĐh ǁould otherǁise take tiŵe a lot of tiŵe aŶd effort to fiŶd.  

https://www.python.org/


Constraints on the approach to be adopted. 

One of the constraints of the Machine Learning approach is the quality of data. The quality of data 

and the accuracy of the data can determine the quality of the prediction. If the dataset is not 

accurate and representative of actual customer behaviour, then the Machine Learning algorithm will 

create biases in the model and give false predictions. We would also need to a balanced dataset that 

has approximately equal number of possible outcomes. i.e Custoŵer purĐhase iŶteŶtioŶ ͞Yes͟ or 
͞No͟.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



3.Specification & Design 

 

The system being designed is a software application that takes in specific data collected from google 

analytics and predicts the customer purchase intention. The application produces a result in as 

either 1 or 0 for the feature ͞revenue͟ which is represented by Boolean value True or False. 

Generally, the machine learning algorithm model will learn the probability of each event based on 

the variables or features of the dataset and make a prediction. The internal working of each machine 

learning algorithm will differ. I shall be measuring the fitness and accuracy of each of the machine 

learning algorithms on the processed dataset before and after optimization of the models and 

comparing the performance for most accurate solution. In this project, I will be aiming to achieve as 

high an accuracy as possible in predicting the  

The system architecture is shown below. 
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Input Data: The original dataset will be split into training and testing data with a ratio of 8:2 

proportion, respectively. 80% of the dataset will be used for training the Machine Learning Model 

and the rest 20% will be used to test the accuracy of the model built. Once the model is built with a 

sufficient level of accuracy then new data will be used to predict customer purchase intention at the 

same time the data will reused to improve the current ML model through continuous training as new 

data arrives.  

Machine Learning Model: The machine learning model is designed by considering various aspects 

which are explain below.  

Data Pre-processing: Here I will be formatting the dataset to so that the machine learning algorithm 

will be able to create more effective prediction model. Through the process of data pre-processing, I 

will be cleaning the dataset of missing values and other such human errors. These could include 

wrong entry of data in a field for example, String value in an Integer Datatype or even typing errors. 

However, the dataset being used for this project has data formatting at the point of collection and so 

typing errors and incorrect datatypes are unlikely. The dataset used for this project is data collected 

through google analytics which has certain formatting in place at point of data collection. Although 

areas such as missing values, imbalanced dataset, outliers, and other abnormalities in the dataset 

will have to be addressed before the dataset can be used for building the machine learning model. 

By removing unwanted data from the dataset, the final dataset used will be more effective as there 

will be less incorrect information or noise in the data.   

Outliers: Outliers are certain data values that are extremely rare occurrences. For example, in the 

case of this dataset, one of the information gathered is the duration of time spent on a product 

page. If a user happens to leave their desktop whilst on a product page of the ecommerce website 

and happens to arrive back to their desktop half an hour later to continue using the ecommerce 

website, then the analytics would calculate that the user has spent half an hour reading the product 

page. This is unlikely to occur and is a rare occurrence and unlikely to represent a typical user to the 

ecommerce website. By removing such outliers, it makes the dataset more representative of actual 

user behaviour and therefore the machine learning algorithm can build a more predictive model. 

Removing Outliners is a part of data pre-processing. 

Imbalanced dataset: Imbalanced dataset is when the dataset does not have an equal number of 

each outcome. In the current dataset used for predicting if the Đustoŵer’s iŶteŶtioŶ is to purchase or 

not to purchase, there are two possible outcomes which are yes or no. For the Machine Learning 

algorithm to build a reliable model there must be approximately equal instances of both outcomes 

in the training dataset. If the dataset is imbalanced the Machine Learning model will not fully learn 

how to predict the unbalanced output. Here I will be using the application of plugins to create 

synthetic data to adjust the dataset and balance it. Balancing the dataset is also part of data pre-

processing.    

Optimization: Optimization or Hyperparameter Optimization is the process of tuning the machine 

learning model by adjusting the parameters of the algorithm to best fit the dataset. The parameters 

have an impact in the learning process of the machine learning algorithm. I will be implementing 

random search algorithm to find the optimal parameters suited for the dataset.    

Feature Scaling: Feature scaling is a method used to normalize data. Normalization is the process of 

scaling integer values of independent variables or features of data between 0 and 1 range. Feature 

Scaling is helpful in machine learning algorithms especially those algorithms that use that use 

gradient descent. However, algorithms such as Random Forest and Extra trees do not use gradient 



descent and therefore does not have a significant impact iŶ the ŵodel’s perforŵaŶĐe. Among the 

machine learning algorithm being implementing, Logistics regression makes use of gradient descent. 

I will be explaining gradient descent used in logistic regression in the implementation section of the 

report.  

One Hot Encoding: One Hot Encoding is a type of data formatting by which a machine learning 

model can interpret the categorical features information better or non integer variable better. For 

example, In the dataset there is a categorical feature called ͞Month͟. If this data is encoded as 1 to 

12 representing months January to December, then the machine learning model can build a bias as it 

would consider December higher in value than say January as December is represented by 12 where 

as January by 1. In order to solve this problem, One Hot Encoding will represent each of the month 

with a combination of 1s and 0s much like bits. An example is shown below. 

                                   

                                                            Fig.5 Example of OneHotEncoding 

Feature Selection: Feature Selection is process of selecting only features that an impact on the 

prediction and removing irrelevant features. This helps in improving prediction accuracy as the 

model does not learn and incorporate irrelevant data into the learning process. Feature selection 

can be done manually as well as automatically. Either through statistics or python plugins, 

respectively. 

Algorithms: The algorithms being implemented are Random Forest, Extra Trees and Logistics 

Regression and Artificial Neural Network.  Although they are all supervised learning algorithms. Each 

of these algorithms will produce different levels of accuracy and different levels of accuracy at 

different stages of pre-processing. I have chosen a range of algorithms that approach prediction in 

different ways. Artificial Neural Network uses inference model to predict the output which in this 

case is the customer purchase intension. Logistic regression uses gradient descent to build the 

prediction model while Random Forest and Extra Trees uses decision trees. These unique 

approaches will understand the dataset in different approaches and help in creating a highly 

predictable solution for customer purchase intension. I will also be comparing accuracy of the 

machine learning algorithms at different stages of pre-processing and produce the results in the 

results and evaluation section of this report. 

Training the Model: The training of the model means that a portion of the dataset after pre-

processing is complete is used to train or teach the machine learning algorithm to build model that 

will be able to predict the customer purchase intention. I will be using 80% of the processed dataset 

for training and the rest 20% for testing. 

Cross Validation: One of the techniques used to test the effectiveness of a machine learning models. 

If a Machine learning model is too overfit/underfit then the Cross Validation Score will low. Here we 

check to see if the model build has able to generalize the problem well and not simply overfit the 

model to just work well only on the training data. 



Testing: Testing the accuracy of the model among various machine learning algorithms with and 

without Hyper parameter optimization. The method of testing is based on the key metrics as follows 

 ܶ� = �ܶ   .This is when the model predicts True and in reality, it is also True   :݁ݒ�ݐ�ݏ݋� ݁ݑݎܶ = ��   .This is when the model predicts False in reality, it is also False .݁ݒ�ݐܽ݃݁� ݁ݑݎܶ = ��  This is when model predicts True but, it is False  .݁ݒ�ݐ�ݏ݋� ݁ݏ݈ܽ� =  This is when the model predicts False and it is also True .݁ݒ�ݐܽ݃݁� ݁ݏ݈ܽ�

Another way to view this data is through the confusion matrix as shown below. 

                               

                                                                              Fig.6 

By using the sum of each of these variables the Accuracy, Recall, F1 Score and Precision can be 

calculated.   �ܿܿݕܿܽݎݑ =  ܶ� + ܶ�ܶ� + ܶ� + �� + ��   
 ܴ݈݈݁ܿܽ =  ܶ�ܶ� + ��  
݊݋�ݏ�ܿ݁ݎ�  =  ܶ�ܶ� + �� 

 �ͳ ܵܿ݁ݎ݋ =  ʹ ∗ ݊݋�ݏ�ܿ݁ݎ� ∗ ݊݋�ݏ�ܿ݁ݎ�݈݈ܴܽܿ݁ + ܴ݈݈݁ܿܽ 
 

Accuracy:  shows a value for the number prediction made by the machine learning model was right.  

Recall:  shows us the proportion of actual positives that were identified correctly. 

Precision: shows the proportion of positive identifications that was correct for both True and False                    

prediction. 

F1 Score:  Score combines the precision and recall of a classifier into a single metric by taking their 

harmonic mean. 

 



4.Implementation 

4.1. Data Pre-processing 

I have investigated the dataset and performed data exploration to gain insight into the dataset. The 

dataset is contained in a csv file. A basic description of the dataset is that it has 18 features or fields 

containing a range of Integer values, String and Boolean values. The target field in this dataset is the 

͞reǀenue͟ field. This field represents weather customer has purchase intention was true or false. 

The dataset in total consists of 10 numerical and 8 categorical attributes. 

 

I have loaded the csv dataset file using python’s pandas plugin. 

 

 

 

Checking for missing values 

Checking missing data by counting the sum of null values in each column or feature. No null values 

found in any feature in the dataset. Since this dataset is retrieved from google analytics, formatting 

at the point of collection may have helped elimination common types of data corruption such as 

missing values. Here I have used the .isnull() function to check if any fields within the dataset for all  

       

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



One Hot Encoding. 

As mentioned earlier this One Hot Encoding is a process of formatting categorical data to bits. To 

implement this, I have used the python library category_encoders. This library helps format features 

within the dataset to one hot encoding. I have one hot encoded the following features in the 

dataset. These feature are ͞MoŶth͟, ͞VisitorType͟, ͞OperatiŶg“Ǉsteŵ͟, ͞Browser͟, ͞ Region͞.  

Additionally, features with Boolean values have been formatted to integer value 1 and 0. One Hot 

Encoding was not applied to Boolean features as it is redundant. This data formatting will be an 

positive impact in the logistics regression algorithms learning process as it uses gradient descent as 

part of the Machine learning algorithm. However, this data cleaning may not increase performance 

of Random Forest and Extra Trees as they do not use gradient descent in their Machine learning 

algorithm.   

  

 

 

 

After the One Hot Encoding the dataset now has 56 numerical features in total. 

 

 

Feature Scaling. 

I have implemented Feature Scaling using the MinMaxScaler() function from the sklearn’s 
preprocessing library. This function is applied across the whole dataset from all rows and columns. 

Like One Hot Encoding, feature scaling will not have much of an impact on machine learning 

algorithms such as Random Forest or Extra Trees as they do not use gradient descent unlike Logistics 

Regression which will see an improve performance of formatting data with feature scaling. 

 

            

 

 

 

 

 

 

 

 



Balancing the dataset. 

I have investigated the dataset to check if it has an equal number of each possible outcome of the 

target field or class label. Here I have used matplot.lib to visual the dataset based on the number of 

each outcome present in the dataset. If the dataset is not balanced it can be to inaccurate model 

being created. As shown below the data is initially unbalanced and is later made balanced.  

 

                                             Fig.6 Before and After Oversampling using SMOTE 

 

I have used sklearn.model_selection.train_test_split  to split the dataset into four portions these are 

as follows. 

X_train - This includes all feature variables that will be used to train the model. Also I have specified 

the test_size = 0.2, this means 80% of observations from your complete data will be used to train the 

model and rest 20% will be used to test the model. 

X_test - The remaining 20% portion of the non-class label features from the dataset will not be used 

in the training phase and will be used to make predictions to test the accuracy of the model. 

y_train - This is the ͞reǀeŶue͟ variable which needs to be predicted by this model. This is the class 

label against which the other features variables, we need to specify our dependent variable while 

training/fitting the model. 

y_test - This data has class label ͞revenue͟, this class label data will be used to test the accuracy 

between actual and predicted categories. 

To balance the dataset, I have implemented SMOTE using python’s iŵďlearŶ liďrary. SMOTE stands 

for Synthetic Minority Oversampling Technique. It generates synthetic samples for the minority class 

label category. In the case of this project the minority class label it  ͞1͟ which represents by positive 

customer purchase intension. The SMOTE implementation overcome the overfitting problem posed 

by random oversampling. It generates new instances of the minority class using linear interpolation. 

Which helps to create a realistic dataset post oversampling. SMOTE implementation shown below. 

 



Identifying Outliers 

Identifying and removing outliers are important so that the model does not overfit to the training 

data. When outliers exist in the dataset machine learning algorithms can confuse ͞noise͟ or 

irrelevant and/or random data for signal. This can reduce the accuracy of the model when tested 

against non-training dataset. As the problem will be properly generalized due to outliers. Below if an 

example of the ͞Informational_Duration͟ feature in the dataset. Here we can see that this feature 

has quite a few and far in between outliers circled in red while after outliers are removed the 

feature has lesser and fewer far in between outliers than before. The data is now looks more 

clustered as outliers have been removed. 

 

  

                  Fig.7 Before and After outliers are removed from ͞Informational_Duration͟ feature 

          

To implement identification and removal of outliers, I have used the interquartile range method. I 

have calculated the percentile for each of the features to identify outliers. I have decided to cut off 

only very ͞far out͟ information from the dataset thus including majority of the data which is 

between 2rd percentile and 98th percentile. This is because there is a risk of losing signals if too much 

data is removed. I have chosen to calculate percentile instead of a normal distribution as the data 

can be assumed to not follow Gaussian distribution.  

I have written code in python to slice the bottom 2nd and top 2nd percentile of the data.  

    

 

 

 



Feature Selection. 

Feature selection will help the algorithm use only the features that have the highest weight on the 

impact on the out of the prediction. I have used recursive feature elimination (RFE) to shortlist those 

features that contribute the most to the prediction. RFE searches for a subset of features by starting 

with all features in the training dataset and eliminating features until the desired number remains. 

RFE uses a supervised learning estimator that creates a model that provides information about the 

importance of features or subset of features. I have used ExtraTreeClassifier() as the supervised 

learning estimator as it is faster than other ensemble algorithms and can also help in identifying 

relative importance of each feature. The dataset features after one hot encoding had gotten very 

large with a total of 56 features. By reducing dimensionality or removing features with least impact 

on the prediction, it has greatly improved the training speed and has improved the overall quality of 

the training dataset for predicting customer intention. Using REF method, I have ranked the top 

twelve features which I will be using going forward. 

 

 

 

 

 

 

 

Implementing Machine Learning Algorithm.  

Below is a snippet of the implementation of the logistic regression model. I am also doing cross 

validation on all the Machine learning models using ͞RepeatedKFold͟ ŵethod to gauge if the model 

is not over fitted due to the changes during the pre-processing stage. Similarly, I will be 

implementing the Random Forest, Extra Trees and Artificial Neural Network. 

 

 

 



Implementing Deep Learning Model 

Based on the dataset I have decided to design the Deep Learning Neural Network with 3 layers along 

with one input layer and an output layer. I will be using Keras Sequential library to creates a 

Sequential model. I shall then be adding hidden layers using ͞dense͟ function with most of the layers 

using ͞relu͟ activation and layers I will also be adding dropout layers to account for any overfitting of 

the model.  

 

 

Parameter Hyper Optimization 

For optimizing the learning process to the dataset, I have chosen to implement the Random Search 

method using ͞RandomizedSearchCV͟ which performs Cross Validation on model Optimized model 

as well. It can discovery different hyperparameter combinations that you would be difficult to 

intuitively create by randomly sampling various setting of parameters. Since the algorithms that I will 

be implementing such as Random Forest has many parameters, it will be useful to have the 

computer generate the various combinations and find the best parameter combination.  The best 

parameters based of Random Search for each of the ML algorithms are as follows. 

Brief description of the main parameters for ensemble-based Machine learning algorithms such as 

Random Forest and Extra Tree. 

                           n_estimators :  Number of Decision trees to create 

                           max_features : Number of features to consider at every split 



                           max_depth : Maximum number of levels in tree 

                           min_samples_split : Minimum number of samples required to split a node 

                           min_samples_leaf : Minimum number of samples required at each leaf node 

                           bootstrap : Method of selecting samples for training each tree 

 

For non-ensemble based algorithms such as Logistic Regression  

                         C: parameter controls the penalty strength 

                        Solver: different solver have different levels of performance 

                        Penalty: helps shrink the coefficients in the regression towards zero. 

 

Algorithm and their Hyperparameter Optimized settings  

Random forest: {'n_estimators': 800, 'min_samples_split': 2, 

'min_samples_leaf': 1, 'max_features': 'sqrt', 'max_depth': 20, 

'bootstrap': False} 

Extra Trees:  {'n_estimators': 1600, 'min_samples_split': 2, 

'min_samples_leaf': 1, 'max_features': 'auto', 'max_depth': 80, 

'bootstrap': True} 

Logistics Regression: {'C': 3.223866243239879, 'penalty': 'l1', 'solver': 

'liblinear'} 

 

Deep Learning: I have optimized artificial neural network parameters manually by fine tuning the 

model in an iterative process. GridSearch and RandomSearch have been computationally very 

demanding to process. I have chosen the manual fine-tuning approach by studying the ANN 

algorithm and documentations. However, I choice of parameters that I am using does not 

exhaustively consider every combination thus the parameters I have chosen may not be completely 

optimum.   

 

 

 

 

 

 

 



5. Results and Evaluation 

The main aim of the project was to achieve as high an accuracy as possible in predicting the 

customer purchase intention. Having gone through the background research and implementation of 

the solution as intended. I will now be looking at how each stage of the solution impacted the 

accuracy of the prediction among all four selected Machine Learning algorithm namely Random 

Forest, Extra Tree, Logistic Regression and Deep Learning Artificial Neural Network. I will also be 

summarizing the results and discussing the impact of data pre-processing and how it has had an 

impact on the performance of these algorithms. 

 

Random Forest Test Summary 

 

      Test Accuracy before feature selection                                   Test Accuracy after feature selection 

 

 

Test Accuracy after Hyperparameter Optimization 

 

 

 

 

 

 

Looking at the test accuracy report of the Random Forest algorithm, the accuracy of the model 

dropped after feature selection. It went down by 0.002. This can be seen as an indication that the 

feature selection was not optimal for this model. Although features were provided by FRE feature 

selection method and the top 15 features were used to build the model, the performance has fallen 

instead although by a very small amount. However, after hyperparameter optimization the model 

accuracy was increased by 0.004. The cross-validation score and mean value can be seen above by 

the Accuracy_CV label in the image. The model has a very high Cross validation score indicating a 

very robust solution. For hyper parameter optimized model, cross validation is done during Hyper 

parameterization processing.  

 

Accuracy Summary 

Fig Accuracy 

 

I 

89.92% 

 

II 

89.75% 

 

III 

             89.66% 

 

Fig. I Fig. II 

Fig. III 



Extra Trees Test Summary 

 

 Test Accuracy before feature selection                                     Test Accuracy after feature selection 

 

 

 

Test Accuracy after Hyperparameter Optimization 

 

 

 

 

 

 

 

The Extra Tree performs like the Random Forest algorithm in its accuracy. It can be seen from the 

above data that Extra Tree algorithm model improved in accuracy after applying feature section and 

the models accuracy further improved. Ensemble based Machine Learning algorithm like Extra Trees 

and Random forest do not always get an increase in performance due to the data pre-processing 

stages of One Hot Encoding and feature scaling as can be seen in Random Forest. However, in the 

scale of  Extra Tree algorithm the accuracy was increased after applying feature selection as well as 

after Hyperparameter optimization. The cross-validation score and mean value can be seen above by 

the Accuracy_CV label in the image. The model has a very high Cross validation score indicating a 

very robust solution. For hyper parameter optimized model, cross validation is done during Hyper 

parameterization processing. 

 

 

 

 

Accuracy Summary 

Fig Accuracy 

 

I 

88.06% 

 

II 

88.95% 

 

III 

               89.17% 

 

 

Fig. I Fig. II 

Fig. III 



Logistics Regression Test Summary 

 

    Test Accuracy before feature selection                                          Test Accuracy after feature selection  

 

 

Test Accuracy after Hyperparameter Optimization 

 

 

 

 

 

 

It can be seen from the test summary that the data pre-processing has improved the accuracy of the 

prediction model for logistic regression. The logistics regression model’s accuracy improved after 

feature selection. The score improved by 0.006. Logistic regression gained the highest improvement 

through Hyperparameter Optimization where the accuracy was increase by 0.04. Logistic regression 

uses gradient descent as part of their learning model. Here having feature selection and scaling and 

help the model learn and predict better. However, It is also sometimes important to have the correct 

parameter to allow the algorithm suite dataset properly. This was done during the Hyperparameter 

Optimization stage which the resulted in an increase in accuracy by 4.5%. 

 

 

 

 

 

Accuracy Summary 

Fig Accuracy 

 

I 

83.14% 

 

II 

83.71% 

 

III 

             87.17% 

 

Fig. I Fig. II 

Fig. III 



 

Deep Learning Neural Network Test summary 

 

Below is the confusion Matrix of the Deep Learning Solution’s prediction. 

 

   Test results before feature Selection                                      Test results after feature selection 

 

 

 

 

 

 

After training the dataset using deep learning, the model has been able to produce an accuracy 

88.64%.  After applying feature section with Top 12 features according RFE method the accuracy of 

the model went up by approximately 1%. However, the model is not completely Hyperparameter 

optimized due to limitation in computing hardware and computational power needed for 

processing. Methods such as RandomSearch,  GridSearch  or Bayesian Optimization can be used to 

uncover the optimal parameter which would increase the accuracy over 89%. 

 

 

Overall Summary 

Performance ranking of each Algorithm on Prediction Customer Purchase Intention  

Highest Accuracy achieved:  89.6% using Random Forest.  

 

Machine Learning Algorithm          Accuracy  

Random Forest           89.6% 

Extra Trees           89.1% 

Deep Learning using Artificial Neural Network           88.64% 

Logistics Regression           87.1% 

 



6.Conclusions 

 

The project aim was to build a solution that can predict customer purchase intention with as high an 

accuracy as possible. The highest accuracy It has managed to achieve was 89.9% accuracy . It was 

recorded as the highest accuracy by comparing and ranking the various model’s performances with 

each other. It can be seen that Random Forest model performed the best among the various 

algorithms implemented. After testing the algorithm with various states of pre-processed data it can 

be concluded that different machine learning models would work better with different types of pre-

processed data. I have shown the accuracy of the models based on different states of pre-processed 

at in the Results and Evaluation section. Comparing the results after the dataset had been cleaned 

for irregularities. The dataset was then transformed to suit the machine learning algorithms  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



6.Future work 

 

The customer purchase intention prediction can be combined to the ecommerce website’s product 

recommendation system. Further work can be done to see if recommending products based on 

customer intension could have an impact on increases sales or not. I.e. Does recommending 

discounts and special deals to customer who have no intention to purchase choose to buy instead? 

This can also be used to recommend more expensive or higher quality products to a customer if they 

already have a strong intention to purchase a similar product. As it is likely they would be open to 

consider other more expense alternative product . The Artificial Neural Network model I built has 

potential to be Hyperparameter optimized further. Perhaps, in the future if there are more 

hardware capabilities then one can perform a RandomSearch , GridSearch or Bayesian Optimization 

with granular parameter intervals to obtain best hyperparameter results.  There is also the potential 

of implementing reinforcement learning to solve this problem and researching how Reinforcement 

Learning solution compares to Artificial Neural Networks and other algorithms used in this report. It 

would also be useful to collect and perform the research on a larger dataset by which algorithm 

performance can be measured better because of better training with a larger dataset.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



7.Reflection 

My experience of undertaking this dissertation has allowed me to gain deep insight into Machine 

Learning and Machine Learning concepts. I have gained new skills and understanding of various 

python libraries. Undertaking this project has also given me an insight into the life of research and 

development. The problem required reading and researching various information on Machine 

Learning Algorithms and learning and applying those concepts. One of such researches included 

researching and studying Artificial Neural Networks and Deep Learning which was an interesting and 

fulling experience. Although I am happy with my approach to research and achieving the set project 

aims, I believe there were still many more Machine Learning Algorithms I could have further 

researched on and tested it on the dataset. For Example, applying a Reinforcement Learning 

technique would been an interesting solution worth researching. Going forward, I would make sure 

to allocate sufficient time to deeper study and research of newer concepts within my future area of 

research to develop more cutting-edge solutions. Overall, I have enjoyed my time studying a new 

field of computer science that is currently being used in every industry extensively. My experience 

from this machine learning project will help me to develop more interesting Machine Learning 

solutions in future having learnt necessary skill from programming using python’s extensive ML 

libraries to developing a research focused mind set. 
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