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Abstract

This report investigates the relationship between the commercial performances of musical
artists and genres, and the general sentiment around them on Twitter. This involved
collecting data from a Spotify managed website; spotifycharts.com, from the Spotify API,
and from Twitter using the open-source Twint tool.

My results show that sentiment cannot be used to predict the future performance of any
given artist or identify which genres will be popular in the future. It did show that almost all
break out commercial performances were achieved by those with positive sentiment. It also
showed that large swings in sentiment after the release of a single or album are rare and
those that do have them do not perform as well as those releases with more consistent
sentiment on release. Where the change in sentiment is relatively low, it is not possible to
predict success.

My project shows that tracking sentiment may be useful to those in the music industry to
ensure that negative sentiment is not seen over the long term, but it is not particularly
useful to measure it directly after a release, or to use it to predict the success of a particular
genre- as both popular and less popular genres were seen to have similar average
sentiment.
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1. Introduction and Background

1.1 Introduction

The music industry has grown considerably in recent years [28] and has become a major
part of many people’s lives. One service in particular, Spotify, has been noted as one of the
most popular ways to consume music in recent times [29] as it allows users to stream a vast
library of songs. In addition, the business of developing and publishing music has become
incredibly lucrative, and technology has become a major part in this process. Many artists
publish and promote their music through social media, and like almost any topic, their music
is discussed by millions of users. For example, at the time of writing, the popular band
Coldplay has recently announced their new single “Higher Power”, to their 23 million
Twitter Followers [1], many of which will have then gone on to tweet about the band and
the new single.

As this relationship between music publishing and social media has grown and social media
has continued to make up a significant part of where many people spend their time online,
the ability to market oneself on social media correctly has also gained greater importance.
For example, it has been argued that “social media is an essential part of marketing strategy
in online settings...” [2]. Therefore, it can be argued that for musical artists today, their
social media presence is a vital part of their success. For many social media sites, these
musical acts can track their social media following through several different statistics like
followers or comments, both of which have been seen in varying degrees to lead to greater
commercial sales of music. [3] My project aims to investigate if another measurement can
be used by artists, and those promoting them, to gauge if their music will be a success:
sentiment.

1.2 Sentiment Analysis

Sentiment is defined as “a thought, opinion or idea based on a feeling about a situation, or a
way of thinking about something”, [4] and the sentiment of the public or specific groups of
people has been examined and used in a variety of different situations. For example,
YouGov, the British market research and data analytics firm, tracks sentiment around a
range of topics from football,[5] to politics. [6] When this sentiment is extracted from text
via various forms of Natural Language Processing, computational linguistics, and text
analysis, we refer to this as Sentiment Analysis. [7]

Approaches to Sentiment Analysis can be split into two categories:

1. Lexicon-based Techniques: A corpus or dictionary of words with known sentiment is used.
New documents are scored depending on how many words they have that are deemed
positive or negative by the corpus. This score then can be used to tell if the new document
has a positive or negative sentiment.

2. Machine Learning Techniques: These are supervised learning techniques where different
techniques like Neural Networks, Naive Bayes Classifiers, Bayesian Networks, or others
attempt to classify pieces of text as either positive or negative.



From looking at a couple of example articles presented to me by my supervisor Daniela, |
decided to attempt to use a machine learning technique in my project.

As mentioned above, Natural Language Processing is also involved when performing
sentiment analysis, particularly when preparing the data to be used by either of the
techniques above. In general, an NLP process takes this general form [8]:

Collect Raw Text [ Tokenize Text 3 Clean Text ¥ Vectorize = FitTrain ML Modeal Lise Model

Figure 1: General NLP Process

1. Collect Raw text that will be processed.

2. Split the text into smaller units called “tokens”. These are usually individual words,
characters or sub-words or any other way that can “tell” the eventual model what to “look

7

at

3. Clean the text, removing unnecessary parts of the text that do not add meaning. These
can be “stopwords” like “and”, “a” or “but”, or punctuation.

4. Vectorise the text, converting them into numeric form so that a computer can understand
them.

5. Use this vectorised text, and their associated labels, to train a machine learning model.

6. When the model is correctly trained and working well, the model can then be used to
apply labels to new text. In our case, with sentiment analysis, this would take the form of
“positive” or “negative” classes.

The last two steps are why this process is a supervised learning technique. Supervised
Learning is where a set of labelled datasets is first fed to a model, so it can “learn”
characteristics of the data in each class. When it has been trained effectively, it should then
be able to tell which class a new piece of data belongs to, to at least some degree of
accuracy. [9]

It is also important to get a correct balance between correctly identifying which class
different datum belong to in the labelled dataset (often called the “testing set”- a subset of
the overall labelled dataset used to test the model works correctly), but also making sure
that the model does not work so well on the training set that the model is then not effective
when presented with new data. If this is the case, it is said that the model is “overfitted”. Of
course, the opposite can also occur, called “underfitting”, where the model has not been
trained enough and is therefore classifying both data in the testing set, and new data to a
low degree of accuracy.

During my initial research, the use of the Bayes Theorem seemed like a promising technique
to perform sentiment analysis on data from Twitter. A good example of this is from Goel,



Gautam and Kumar [10], who created a Naive bayes Classifier, a machine learning method
to sentiment analysis, to determine if tweets about the 2016 US Presidential election were
positive or negative towards the main candidates in the election. Naive Bayes is Naive
because it assumes that all features (In our case, a feature would be a unique word) of a
class are independent of each other. For each word then in a class:

P(Word|Cl P(Cl
P(Clasleord)=<( ord|Class) = P( ass))

P(Word)
And then for a piece of text (like a tweet...):

P(Class|Word,,Word,, Word;, Word,)
_ (P(Wordy, Word,, Words, Word,|Class) = P(Class)
B P(Word,, Word,, Words, Word,)

In this study, the classifier achieved an efficiency of 58.4% for determining if tweets have
positive or negative sentiment, and it will be interesting to see if a similar classifier could be
built and adapted to improve this.

Its also been shown by Pichl, Zangerle and Specht [30] that data from Spotify and Twitter
can be compatible and used together. In their article, they build a new dataset combining
data from both Twitter and Spotify. They used the Twitter Streaming API to search for
“nowplaying”, “listento” and “listeningto” which presented many tweets containing
information on different artists and songs, as well as Spotify links, which could be followed
to extract the artist and song information for further analysis. This emphasised to me the
possibility of creating a new dataset, that combined data from multiple sources, particularly
from Spotify and Twitter. They were then able to create a limited recommender system
from this data. This makes me believe that Spotify and Twitter data should be compared
together, to identify musical trends, and see if those in the music industry could gain further
insights from determining sentiment about artists and genres.

1.2 Possible Applications of the Project

Additionally, | also wanted to attempt to present the data that | collected in a pleasing way,
that would emphasise how a tool or system that uses this data could be used by those in
marketing within the music industry to better understand the effect of their work on the
general sentiment on their artist. For example, in other industries like finance, sentiment is
regularly measured and tracked. Some have even created specific indexes that adjust based
on perceived sentiment.[11] | was therefore interested in creating a tool that could allow
those in the music industry to view and understand sentiment in a similar way. | wanted to
create a system that would allow general charts to be “drilled down into”, to allow for
further analysis, and for those without a deep understanding of concepts like Sentiment
Analysis and Natural Language Processing to be able to obtain insight from the calculated
sentiment. This view came from my industrial placement, where | was tasked with creating
similar visuals, for other domains.



2. Project Objectives

During the initial planning stage of my project, | broke down what | wished to achieve with
this project into several specific aims. These aims are mainly focussed on my individual
interests around the project and the general questions that | wanted to find answers to
when | took on the project.

The initial goals are listed below:

2.1: Goal 1: Identify if positive sentiment leads to longer term success for a

given artist.

This is the most basic question that | wanted to answer at the start of this project. In
general, | wished to answer if we could predict how well an artist performs commercially, if
we measure their sentiment on social media. Answering this question leads to additional
opportunities going forward. If it is found that there is a relationship between these two
variables, then those that market music could use this to understand and possibly predict
how successful a musical release would be over a long period, very quickly. This would allow
them additional methods to become more effective. For example, an artist could have the
marketing resources allocated to them cut, if it can be accurately predicted that their
commercial performance would not be worth using them.

Alternatively, if a relationship cannot be found, or is proven to not exist, an argument could
be made against the importance of discussion that takes place on social media, and perhaps
marketing resources could be spent more effectively elsewhere. For example, an artist may
engage consumers that are not active on social media. Their sentiment then does not relate
to their performance, and it could be argued that something like Twitter adverts for the
artist would be less effective, than something like television adverts which might better
engage the consumer. This would also be more effective than just measuring something like
follower count- it is possible that someone can have a large social media following, but not
engage them.

2.2: Goal 2: Determine if Negative Sentiment is Truly Bad.

This was another simple question that came to mind at the start of this project. One of my
hypotheses when starting this project was that “all publicity was good publicity”. This goal is
essentially a test of this view in today’s modern-day setting. My initial feeling was that if
users on Twitter are talking about an artist, they are likely also listening to them. If we can
say that negative sentiment can be avoided, this can be a major flag for advertisers, and
then either actions can be taken to avoid this (different or more adverts for example), or the
artist could be dropped altogether by their management, allowing them to focus on more
successful artists.

2.3: Goal 3: Determine the Effect of Neutral Sentiment.

This was another interesting question | had, based on the hypothesis, that if an artist has
neutral sentiment, | originally thought that it meant that nobody cared enough to talk about
the artist. When linked to the idea that “all publicity is good publicity”, this line of thinking
would then suggest that this is the worst possible sentiment that social media could have



towards an artist. Like the other goals, the main idea was to gain further insight into
sentiment with the hope that those promoting, and marketing music could benefit from
having these questions answered.

2.4: Goal 4: Determine if differences exist in Twitter Sentiment around different

genres of music.

For many reasons, like to categorise the huge amount of music that exists and help people
find music that they will like, the world’s music is broken into genres. In general, artists tend
to create music in specific genres, and therefore are often associated with it. For example,
many artists are labelled “rock bands”, “pop stars” or “rappers”. If sentiment could be used
to greater understand which genre of artists will perform well commercially in the future, it
would emphasise the need for the music industry to track it. It could also inform
organisations like record labels, which genres could be seen as more “risky” or “safe”,
allowing them to make decisions (e.g. Which new artist to sign to the label) more
effectively.

2.5 Goal 5: Investigate the differences in sentiment across platforms.

Following discussions with my supervisor, we also wondered how sentiment differed
between different technology platforms. Twitter’s allows users to publish their thoughts on
any topic through a “tweet” that can be a maximum of 280 characters. This text can
obviously be broken down and sentiment can be extracted from it. Spotify however has no
functionality that allows users to present their thoughts. A comment section or blog of some
kind is not implemented, but it can be argued that sentiment is expressed in different ways.
In Spotify’s case, the ability to add songs to a personal “library” through clicking a “heart”
icon, is a clear expression of positive sentiment towards and artist. Similarly, users can
“follow” artists to keep informed about their latest releases. Since the idea is that users
follow their favourite artists, we also argue that “following” an artist is an expression of
positive sentiment. We believe it would be informative to investigate if a relationship exists
between these different forms of sentiment, so we made this a goal for this project.

2.6: Goal 6: Determine if the same relationships between sentiment and
streaming performance hold for extremely popular artists, and those with a

smaller following.

Another aspect around twitter sentiment | thought was interesting to investigate was how
the relationship between success and sentiment differs when an artist is extremely popular,
compared to when they have a much smaller fan base. My hypothesis was that ultimately,
there would still be musical artists that have fan bases able to “drum up” support and
sentiment around the artist, but the limitations of having a small following would still
appear when the commercial performance is found. Therefore, it could be argued that
positive sentiment is “easier” to produce than excellent streaming figures. Additionally, if
many artists have strong positive sentiment around them, but not the additional stream
counts, an argument could be made against using sentiment as a key metric to measure
these artists against, and it may not need to be determined after all.



2.7 Goal 7: Determine if tweets that describe sentiment towards an artist but
not their music, have the same relationship to commercial performance

compared to tweets that are directly about the music.

As stated previously, the sheer number of those that use social media mean that, for the
most part, any topic is under discussion. The same can be said for Twitter. When this is
viewed around the topic of musical artists, | think it’s fair to say that for many artists, not all
the tweets will have individual tracks, albums, or musical themes as their subjects. For
example, a quick Twitter search for “Ariana Grande”, a popular pop star with over 60 million
monthly listeners on Spotify at the time of writing, [31] returns tweets about her recent
COVID-19 vaccination [32], being spotted in Los Angeles [33], as well as about her music
[34]. It would be interesting to identify if the subject of different tweets makes them more
“important” to record their sentiment. My initial belief would be that the non-music
focused tweets would effectively add “noise” to the sentiment analysis task, influencing the
final average sentiment while not leading to a fresh set of streams. Therefore, the tweets
about the artist’s music are the more important to collect and analyse their sentiment.

3. Implementation/ Solution Overview

Collected . ) Build Model to .
iy Collected Spotify API Collect Tweets about Perform basic MLP on . Present data in user-
Spotify EI;?Erlts.cnm B Data ™| chartedartists [ *| collected Tweets | 7] perfog:a?fggment ~*|ioccussed application

Figure 2: Key Steps for Project

The above diagram details the key steps that | took to complete this project and obtain the
results that are presented in section 4 of this report. This section will explain in detail each
of these steps.

3.2 Spotify Data Collection

3.2.1 Collecting Data from spotifyCharts.com

My first task when starting my project was to collect Spotify data that could then be
compared against any collected Twitter Data. The official Spotify APl does not provide
streaming statistics for individual tracks, albumes, artists, or genres. However, Spotify does
maintain an additional site: spotifycharts.com [12] that contains the chart rankings for
several of their charts. Crucially though, each track has an accompanying stream count for
the relevant day or week that is selected. It also has a button that allows the selected chart
to be downloaded in a csv format. Since the button is linked to a specific webpage that is
written in a specific format, depending on the chart, it was straightforward to create a script
that looped through each date in the time frame | selected for a given chart, collecting all
the chart information that was provided by the website. The code that handled this is
shown below.




- collectCsv():
mo testMongo()
client = MongoClient

date = datetime.datetime(2819, 1, 1)
date str = str(date)[@:18]

while dat
print 4 e: ", date_str)

! f ! 1 /{date str

ce, stream=]

br
decoded_csv = r.content.decode( u )
read csv = csv.reader{decoded csv.splitlines(), delimiter=",")
csv_list = list(read_csv)

row in csv 1ist[2:]:

artist = row[2]

song = row[1]

int({row[@]),
int({row[3])
}
}» upsert=True)
date += datetime.timedelta(days=1)

date str = str(date)[8:10]

Figure 3: "InsertCsv" function created to collect data from spotifycharts.com

The chart that | selected was the “Global 200” chart produced by Spotify, which shows the
top 200 songs worldwide based on their stream count for the given day/week. This seemed
like the most sensible chart to choose, at least for a first round of data collection.

This Spotify data was saved in a MongoDB Collection called “tracksCollection” and was
made of documents that recorded each unique track name, its artist, and for every day that
the track featured in the Spotify chart, another subdocument stored the date, chart position
and the number of streams recorded for that given day. Each of these subdocuments were
stored in a list called “chart”. These three major elements; “artist”, “track” and “chart”
make up each unique track that was added to the chart. This was added to my local
mongoDB instance using the “PyMongo” module. [35]



Heres an example document:

H "_id™ : ObjectId("6829c7aae8f9d878eb3a53el"),

"artist”

: "Arctic Monke

"title” : "Do I Wanna Know?",
"chart” : [ { "da

" 1 ISODate(”
* 1 ISODate(”
" : ISODate("
" : ISODate("

: ISODate(”
" @ ISODate(”

2820-11-16T08:80:807")
2820-11-18T66:06:8
28206-11-19T68:06:8
2820-12-27706:06:80
20-12-28T06:06:80
2-29T06:00:0
2820-12-30T06:06:8

"chartPositions”
"chartPositions" :
"chartPositions"
"chartPositions"
"chartPositions™ :
"chartPositions™ :
"chartPositions™ :

"chartStreams” :
"chartStreams
"chartStreams” : 69
"chartStre

. chartstre
"chartstre
"chartStreams”

: 8@2084

1
T
1
T
1
T
4 1
+ T
1
T
1
T
1
3]

il

Figure 4: Example "track" MongoDB document

This document is for the Arctic Monkey’s song “Do | Wanna Know?”, which entered and
then moved up the chart slightly towards the end of the time frame for my data collection.

This first data collection task allowed me to track the commercial performances of all of the
artists that ever appeared in the chart during 2019-2021, over time. This performance could
then be compared to the sentiment of Twitter users over the same period. Overall, this first
data collection task led to chart information on 746 Artists who created 2891 different
tracks.

| also completed some basic checks to ensure that the collection was created correctly:

Quality Check Check Screenshot
Description Result
All tracks have an Passed > db.tracksCollection.count()
associated chart 2958 ) _ _
> db.tracksCollection.count({"chart™: {%e
sub-document 2958 -
All tracks have an Passed > db.tracksCollection.count()
associated title 2958
> db.tracksCollection.count({"title": {
All tracks have an Passed
associated artist : true}})

These checks made me confident that this process had been completed as expected, and
the data collected was ready for use.

However, this data does not provide any information on when the artists released any new
music, important for goal 1, and contained no information on the genre of the tracks or
artists, which is important information for goal 4. This information would need to be
collected from the Spotify API.



3.2.2 Collecting Data from Spotify API

| needed to collect three major pieces of information from the Spotify API. Firstly, | needed
to be able to link any given track to a particular genre, so that comparisons between genre
commercial performance and sentiment can be made. Secondly, | needed to have the
release date of specific singles and albums available to determine how the initial sentiment
of an artist when the release piece of music relates to its commercial performance over
time. Finally, | needed the follower counts for the 746 artists that | had collected data on to
this point, so that comparisons between sentiment shown on Twitter and Spotify could be
made.

Spotify’s APl uses a conventional Server-to-Server authentication Code Flow (called a “Client
Credentials Flow in their documentation [13]) in which a user obtains a “client ID” and
“Client Secret” which is attached to their personal Spotify account. This pair of strings is
then used in a POST request which, if the ID and Secret combination is valid, returns a
“access token”. If this access token is then included in an “Authorization” header to any
future requests to the API, that request is accepted, until the access token expires. Finally,
this authentication method does not give me access to any endpoints that may return the
personal data of either myself, or any other Spotify user.

To complete this task, | first collected the list of artists that featured in the Global 200 chart
over the time that | was measuring. Next, | used the Spotify API’s “Search API” [14] to collect
the Spotify specific Id of each given artist. This was required because every other endpoint
of the Spotify API that | needed to use referred to artists through their respective ID, rather
than their name. However, the “Search” endpoint did not always return the correct artist as
the first result when the exact artist’s name is given. To ensure that the correct artist was
found, | took the artist that had the most Spotify Followers, and had a name that exactly
matched the given search term. Here is an example to clarify this procedure:

For a search of “Arctic Monkeys”:

Order in response Artist Name Follower Count Chosen?

JSON

1 Arctic Monkeys 110 False
Tribute Band

2 Arctic Monkeys 11,433,279 True

3 The Monkeys 1,000 False

4 The Arctics 2,345 False

(Note: the “false” examples are not actual artists)

| think the assumption over taking the artist that has the most followers are a fair one. Since
were looking for artists that appear in the Global 200 Spotify chart- and so at some stage
between 2019 and 2021 had a song in the top 200 in the world, | think it is extremely likely
that they would have the most follower count of any search using their exact name as a
search term.



Each of these artist “objects” that were returned by a given “search” contained the Spotify
ID as mentioned, as well as a list of genres that the artist belonged to; and the number of
“followers” that the artist has on Spotify. Therefore, | created a second MongoDB collection
called “artistCollection” which was made of documents containing four elements: The artist
“name”, the list of genres the artist belongs to, the artist’s Spotify ID, and the number of
followers that the artist had. Here is the code that collected this initial data for the artist
Collection:

f createArtistcollection() :|

"""This builds the intial n in aining artist name, nd their sp
mongodb = testMongo
allartists = getAllArtists()

spotify access_header = spotifyConnectionToken()
for idx, artist in enumerate(allArtists):

if "&" in artist:
artistName = artist.replace("&", "")
else:
artistName = artist

artist object = requests.get(f"ht spot com/ arch? st”, headers=spotify access_header).json()
bestIdx = @
for idx, result in enumerate(artist object["artists

if result["fo "]["total™] > artist object["artis 1 ' 1"] - result[“name"] == artist:

print("Id ed: ", idx)
bestIdx = idx

bestobject = artist object["artists"]["items"][bestIdx]

genres = bestObject
spotifyId = bestObject[
followers = bestobject[”
artistId = bestobject[
document = {° : genres, “"spotifyId": artistId, "fo s": followers}
print(idx, to *, document)
update result
document

)

Figure 5: "createArtistCollection" function: created to collect Artist initial artist information from Spotify API

Of course, this still leaves the information on an artist’s releases to still collect. For this, |
used the Spotify API’s “Get an Artist’s Alboums” endpoint. This endpoint would return a JSON
that contained a list of album objects. | then went through each album, and if it was
released in the time | was studying (2019 to 2021), then another “release” document would
be added to the “releases” list of sub-documents). This list was part of the original “artist”
document explained above. Also, the name of the release also could not be in a list of added
release names. This was to prevent re-releases of albums and singles from being both
added, for example a “deluxe” and standard release of the same album- | wanted to treat
these as a single release. (Using my implementation, the “deluxe” version was likely the one
added). The “release” sub-document was made up of a “releaseName”, a “releaseDate”, a
“type” (I believed that this would distinguish between albums and singles, but | have only
seen “album” types when looking through the database), and the “spotifyld” of the release.
If any album had a release date that was not specific to a given day (eg. Was specific only to
a given month of a year) then it was omitted. A final point is that | looked through releases



that were released in the United States- not specifying a region at this step was slightly
confusing and sometimes came up with duplicates or other weird behaviour. In the end, |
decided to take this step to simplify the release collection process; preferring that more
releases be left out, rather than accept duplicate or adding releases with issues to my
database, and therefore making them part of my analysis.

Here is the code that collected the releases information:

addReleases():

allArtist
spotify access_header = spotifyConnectionToken()
for artist_index, artist in enumerate(allArtists):

spotifyld = getSpotifyId(artist)
artist_releases_object = requests.get(f"r 1/artists/{spotifyId}/ 5", headers=spotify acc

albums = artist releases object[
release_count = @

skipped_count = &

failed count = @

added_releases = []

for album in albums:

release = {" ": album[ “name"], " "t album["r 1 album[ "ty
try:
release_date = datetime.datetime.strptime(release["re. =)
if release_date > datetime.datetime(2019, 1, 1) release dat etime.datetime (2021, 1, 1) release[ ame" added _releases

upda mongodb.update_one(
artist},{

}, upsert= )

release count += 1
added_releases.append(release["

Figure 6: "addReleases" function: used to add release collect release (albums and singles) information from Spotify API

Here is an example document from my artist collection:



fl " id" : objectId("6074cf9c95ebafebae5c4981™),
"name” : "Arctic Monkeys”,
"genres” : [
"garage rock",
"modern rock”,
"permanent wave",
"rock”, "sheffield indie"],
spotifyId” : "7Ln88lUSseHe@7XvHI8qgHH",
"followers™ : 11433279,
"releases™ : |
{ "releaseName" : "Live at the Royal Albert Hall",
"releaseDate” : “2020-12-04",
+ "album”,

: "2020-12-02",
: "album”,
ifyId" : "2LV1P9aqTjSnQT3EIL
eName™ : “505 (Live At The yal Albert Hall)",
"releaseDate” : “2020-11-19",
"type" : "album",
"s) yId" : "eG37RbbfNQazDmM8nn5AeB” } | |}

Figure 7: Example "Artist" MongoDB document

This shows that Spotify considers the band “Arctic Monkeys” to be part of the genres
“garage rock”, “modern rock”, “permanent wave”, “rock”, and “Sheffield indie”; they have
11,433,279 followers at the time the data was collected; and released 3 pieces of music
between 2019 and 2021. Note how the 2"¥ and 3™ release are singles with a type of
“album”- this wasn’t as useful as | thought it would be in the end.

To recap, after my Spotify Data Collection was complete, | had a MongoDB database with
two Collections: tracksCollection: a list of tracks that contained their name, artist, and chart
history; and artistCollection, which contained the artist’s name, their music’s genres, and
the name and release date of the releases they published during 2019-2021.

One possible question you may have (or at least | thought about after having completed this
work) is: why not have a single collection? It was initially simpler to keep these two data
collection tasks slightly atomic (I did not want to make a mistake in the second task that led
to me having to restart both tasks), but | do think the separate collections make sense.
Ultimately, its key to remember that a release is not a track, but a collection of tracks. And
due to the limitations of the API, | had access to streaming numbers for individual tracks,
but not for whole releases, and | had good metadata on releases, but not tracks. This would
mean that, in a single collection, the same release and track information would need to be
present, so a single collection would not lead to a similar database- but instead one with
larger and more complex documents.



3.3 Twitter Data Collection

At the start of my project, | was confident that collecting tweets on a given subject would be
straightforward. After all, the studies that | researched and presented in section 2 of this
report often made use of the Twitter API to collect their data. However, when looking into
the API | decided that it would not be suitable. Its “free” setup would only allow 900
requests in a 15-minute period, and a total of 500,000 tweets per month. This was okay, but
| also researched alternatives and found an open-source alternative: Twint.

4.3.1 Collect Twitter Data from Twint

Twint is “an advanced Twitter scraping & OSINT tool written in Python that doesn’t use
Twitter’s APL...” [15] Instead, it uses Twitter’s search operations to scrape Tweets in a quick
and easy way. Twint has also been used to collect data from Twitter in other cases. [36, 37]
For my use, | decided that a simple search of each artist’s name and collecting the tweets
that this returned would be a good enough starting point for my project. However, Twint is,
by default, set up to return the latest tweets. While a time frame can be specified for the
tweets, they also come back chronologically and rapidly. For example, specifying a search
for 100 tweets over the time frame of 2019-2021 would return lots of tweets from near
midnight on 1%t January 2019. To create a relatively even spread of tweets, | decided to
make lots of repeated searches for the same artist, while incrementing the dates after every
search. This led to me requesting 50 tweets for each 14-day period across 2019 through to
2021. This created a good spread of tweets across the entire time frame and allowed an
average sentiment at any point to be taken.

Again, | decided to store the tweets that | was collecting in a fresh MongoDB collection.
However, Twint has no way to directly connect to a MongoDB instance, so my solution had
to work around this. Twint did have a setting that would directly output the results of a
search to a csv file, so | decided to use this. My script that completed the data collection
would loop though the 746 artists that appear in the Global 200 Spotify chart; complete
searches for the artist through Twint at regular time intervals; and save the results of each
search by appending to a single csv per artist. When the searches reached 2021, the
contents of the csv would then be reread by the script, and added to the Mongo Collection,
the csv for that artist would then be deleted, and the process would begin again for the next
artist in the list.

Here is the code that completes this loop:



n1__:_Test|( ):

mongodb = testMongo()
artistList = getallArtists()
print(len(artistList))
startDate

finishDate

.Store csv =
.Lang = "en"
.Hide output =
.Email =
.Phone =
.Output = "
.Limit = 50
.Count =
stopwords

a0 0 60 60 60 6060

Figure 8: First part of "twintTest" function: Used to collect tweets about musical artists

stopwords_list = set(stopwords.words(
for artist in artistList
print( E tweets for: ", artist)
c.Search = artist
cleaned_artist_name = re.sub('[/ ','",y artist)
c.Output = f"twint-{cleaned artist name
currentSinceDate = startDate
currentUntilDate = 01-14"
while datetime.datetime.strptime(currentSinceDate, m-%d") < datetime.datetime.strptime(finishDate,
c.5ince = currentSinceDate
c.Until = currentuntilbate
print( artist: ", artist, " b n the dates: ", currentSinceDate, " and ", currentuntilDate)
twint.run. c)
currentSinceDate, currentuntilDate = incrementDates(currentSinceDate, currentuntilDate)

with open(f'twi ‘cleaned_artist name}.csv', 'r', encoding="utfg") as csv_file:

csv_reader = list(csv.reader(csv_file, delimiter=","))

for row in csv_reader[2:]:
subject = artist
song = row[1]
tweet = row[10].lower()

cleaned_tweet = re.sub(”
tweet_no_stopword i for i in cleaned tweet.split() if i n in stopwords_list])
tweet no links = " ".join([i for i in tweet no stopwords.split() if "h " not in i])

sCollection2.insert one(}
subject,
tweet_no_links,
: datetime.datetime.strptime(row[3],

os.remove(f"twint-{cleaned_artist_name}.csv")

Figure 9: Second part of "twintTest" function. Used to collect tweets about musical artists

The new MongoDB collection, “tweetsCollection” contains documents that contain a
“subject” (the artist that was searched to find the tweet), the “text” of the tweet, and the
date that the tweet was published. After collecting all the tweets for the 746 artists in this
way, | had collected 3,361,961 tweets, that were ready to put through a sentiment classifier.

Here is an example document from this collection:



| ™ id™ : objectId("60366e84fba237948dbb6295"),
"subject” : “Arctic Monkeys”,
“text™ : "imagine harry styles covering arctic monkeysi think would die",

"Date"” : ISODate("2019-81-13T60:00:007"),
"sentiment” : 4" [}

Figure 10: Example "Tweet" MongoDB document

Here we can see a tweet that has been collected about the band “Arctic Monkeys”, that was
published on Twitter on 13% January 2019, and it seems the author wants Harry Styles to
sing some Arctic Monkey’s songs. (This document also contains the sentiment, which was
calculated later, and is explained below.)

With these three MongoDB collections, tracksCollection, artistCollection and
tweetsCollection, | now had the data required to attempt to answer some of the questions
that | had strived to answer at the start of my project.

3.4 Natural Language Processing Work

To effectively derive sentiment from the over 3 million tweets that | had collected, some
Natural Language Processing would need to be completed on the tweets. | also decided to
keep my Natural Language processing as simple as possible. My main Natural Language
Processing took place when writing the tweets collected from a search from the temporary
csv file to the MongoDB database. Firstly, | “cleaned” the tweet my matching any non-
alphabetical characters with a regular expression and replacing them with an empty string.
Next, | used the popular python package nltk [16] to import a standard set of stopwords,
using this against each tweet in the csv file, and removing any that were found in this tweet.
Finally, after some initial testing on this simple NLP procedure, | decided to add a final step
that would attempt to remove any links that had been added to a tweet, since like
stopwords, they do not add any sentiment. To do this, | removed any words in each tweet
that contained the substring “http”. | think it is fair to assume that in the vast number of
cases that these words would be a link of some form.

During my work on collecting data from Twitter and performing this NLP, | did investigate
using the Spacy python package [21] which enables the creation of NLP pipelines that can
tag certain parts of sentences, detect and label specific entities, perform lemmatisation and
more. Ultimately, this was too costly in time to create, however | do discuss how creating
and using a pipeline which includes functionality that Spacy provides could be a next step to
improving my project in section 5 of this report. Ultimately, | think the simple steps that |
did take to reduce the noise of the data that | was collecting was worthwhile, especially
since they were relatively simple to add to my data collection script. Of course, it is hard to
tell the exact affect these steps would have had without going through the sentiment
analysis creation process with both the untouched noisier data, and the data that | went on
to use. However, | think it is fair to say that the process | used reduced the total tokens that
would be present across my dataset, speeding up the sentiment labelling process of an
eventual model. Additionally, steps like stopword and removal of weblinks prevent the



possibility that those tokens would be mistakenly seen as implying some form of sentiment,
when in truth they suggest none, which led to more accurate sentiment labelling.

3.5 Sentiment Analysis Models

With a clean set of tweets collected on all the artists present in the Spotify Global 200 chart
throughout 2019 to 2021, it was now time to create a model that could assign a level of
sentiment to each tweet. During my research into Sentiment Analysis described in section 2,
some of the work that | studied [10] trained models that were used for classifying tweets
used the Sentiment140 dataset [18]. This dataset contains 1.6 million tweets that have
been labelled as either positive (labelled with a “4” for sentiment), or negative (labelled
with a “0”) for sentiment. Contrary to what is noted in the dataset’s description [19], no
tweets were labelled to have “neutral” sentiment.

With this dataset downloaded, | then split it into two, creating a training set which would
contain tweets that would be initially “given” to the model to allow it to understand the
characteristics of positive and negative tweets; and a testing set, which would then be
passed to the created classifier. The quality of the classifier could then be assessed, by
comparing the sentiment label that the classifier assigns to these tweets, and their “true”
label, that was downloaded as part of the dataset. | decided to make the training set be
composed of 80 percent of the whole dataset, with the testing set made up of the
remaining 20 percent. The splitting of the dataset into these two new sets was completed
using the “train_test_split” function [20] that is part of the sklearn model selection python
module. This split was also completed randomly, by setting the function’s “shuffle”
parameter to “True”.

Next, | had to decide which type of model to use. Again, similarly to the article mentioned
previously, [10] | decided to first use a Naive Bayes classifier as a first attempt, to see if |
could match what that report had produced.

| then investigated the best way to implement a Naive bayes classifier, and the
implementation available from skilearn looked relatively straightforward to use since it had
an option to repeatedly feed a classifier object chunks of data, using its “partial_fit”
function. [22] It was also obvious, even with just basic understanding of machine learning
that it was unlikely that the model was going to be able to receive 1.28 training set tweets in
one go (a quick test also confirmed this). | had also come across skilearn during my industry
placement, which helped to quickly identify a starting point for training a model.

To feed a classifier training data, the tweets had to first be vectorised. To do this | used
skilearn’s “CountVectorisor” object [23]. When a group of documents is passed to this
object, it returns a matrix that describes how many of each token is in each document. Here
is an example:

Tweet 1: “Arctic Monkeys are the best”.
Tweet 2: “Arctic Monkeys are talented”.

When we vectorise, these tweets using the “CountVectorisor” module, we get a vector like
this:



Words Arctic Monkeys are the best talented
(Features)

Tweet 1 1 1 1 1 1 0
Tweet 2 1 1 1 1 0 1

This was then converted to a standard python array with the standard “toArray” function,
and then passed to the classifier, through the partial_fit method mentioned previously. The
vectorisor was also passed a vocabulary of words that contained all the words that were in
all the entire Sentiment140 set of tweets, minus any stopwords. This would mean these
stopwords would not be represented in the resulting matrix, so they would have no effect.
My script then does this for all the tweets in the training set, in batches of 1000 tweets.
Finally, the finished model is “saved” by being serialised by the “pickle” module [24], which
allowed me to keep the classifier object on disk for later use, in the form of a .pkl file.

For my first attempt, | used the Gaussian Naive Bayes Classifier, which works best for
features that are real values along a continuous distribution [38]. At this point, | was trying
to get my head around creating Sklearn models, its only in hindsight that | realise that using
this type of model, on data like mine which is not continuous was ineffective. This was

shown in my results, which achieved a poor accuracy. Here is the confusion matrix for that
classifier:
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Figure 11: Confusion Matrix of first Naive Bayes classifier

We can see that this classifier does not perform very well, as it heavily favours classifying
text as negative (“predicted label” of 0- the left side of the confusion matrix), which leads




many tweets that have been labelled as positive in sentiment to be misread by the classifier
as negative. Therefore, | was not confident in this classifier for use on my collected tweets.

Next, | decided to try the Bernoulli variant of the Naive Bayes classifier that is also part of
the skilearn package [25]. This assumes that the features presented to it are labelled with
binary labels, which works perfectly with our use case, since our labels are either positive or

negative (referring to the sentiment implied by the tweet). This second classifier worked for
better, as seen by this confusion matrix.
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Figure 12: Confusion Matrix of second Naive Bayes classifier

This classifier is a clear improvement on the first classifier, with an accuracy of 76.8%.

Importantly, it also seems like the incorrectly classified tweets are well balanced between
positively and negatively labelled tweets.

For another attempt, | also made tweaks to my second Bernoulli classifier, by changing

smoothing parameter, reducing it slightly. However, as shown below, this made very little
difference in another small test:
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Figure 13: Confusion matrix of third Naive Bayes classifier with reduced smoothing parameter applied. "

Ultimately, | was happy with the first Bernoulli Classifier that | had trained, particularly
because the accuracy that it reported back was higher than some of the classifiers created in
the articles that helped inspire this project. | think continuing to work on more classifiers
would have been detrimental to the project. There was the possibility that striving for
greater accuracy and precision regarding the sentiment140 would lead to the classifier
overfitting for that dataset, and being less effective for my tweet collection, which was likely
to be a little messier (see section 5.3), but the main reason was the sheer time that it would
take to train each of these classifiers. At this stage, | also had the labelling of my far larger
dataset to complete as well, so | decided to continue with this classifier.

3.6 Sentiment Classification via OpenAi

Finally, | also wanted to spend some time looking into how the new OpenAi gpe-3 machine
learning engine [39] could be used to determine sentiment of tweets. This was possible as |
had been allowed access to the OpenAi APl while working on this project. To use this AP,
my account was given an “organisation key” and an APl key, which | had to provide when
using the OpenAi Python package [40].

At the time | was investigating OpenAi, they had an “advanced tweet classifier” preset, that
would return sentiment labels for different tweets, when some tweets and their sentiment
labels were previously provided. The OpenAi playground also shows how to use this in a
python script. | then adapted this, so that | could read in tweets from my MongoDB
collection, and piece them into the preset that OpenAi provided.

Therefore, | ran the preset with 10 chunks of 10 tweets, giving me a testing set of 100
tweets. Ultimately the results were much more disappointing:
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Figure 14: Confusion matrix of test using OpenAl's "Advanced Tweet Classifier"

Interestingly, this seemed to perform in an “opposite” fashion to my first classifier, as the
OpenAl prefers to classify tweets as Positive, even when this is incorrect. This shows that a
“general” solution with little setup and specific training seems to not be very effective when
the subject is around musical artists. However, due to a lack of time, and because of the
costs of using this classifier for the number of requests that | required, | didn’t investigate
this method further, preferring to work with the ski-learn package instead. With more
investigation, it could be shown that this method is a viable method to classify tweets.

3.7 Flask Website

A final piece of work that, after discussions with my supervisor, we decided would be
interesting, was to build a website that could be used to present the finding of my work.
Originally, the plan was to just present the charts and findings that | discuss below in section
4. However, | decided to expand this vision, to show that the data that | have collected and
created can be used by social media managers and those in the music industry to gain
insight into popular artists, and trends that are playing out on Twitter.

| decided to use create a Flask server, that would contain some of the code that | had wrote
during my previous work, as well as html templates that would present my results and work
in a pleasing way. For the full Here is a breakdown of the website:



Interactive Chart: Comparing Artist Sentiment against Total Streams
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Figure 15: Screenshot showing chart of Artist Spotify Streams against their average sentiment, as seen on created website.

The home page (after a brief introduction) shows the chart of each artist’s total stream
count (while in the Global 200 chart) against their average sentiment across the entire time
investigated (These charts are detailed further below). | also added functionality that allows
each data point to be clicked to show the full sentiment chart for that artist. For example,
here is the chart for Billie Eilish (the datapoint with the greatest stream count) which is
presented when her point in the chart above is clicked:

Figure 16: Screenshot of graph of Billie Eilish's average sentiment against time as seen on the created website.

| also included the charts that show the change in sentiment after releases, and the charts
for various genres (again, the process for creating these are detailed in section 4):



Figure 17: Screenshot of Stream Count of releases when in chart against the change in sentiment after the release, as seen
on the created website.
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Figure 18: Screenshot of website page showing aritst’s Spotify Followers to their average sentiment chart, and additional statistics.

4. Results and Evaluation

4.1 Average Sentiment of Artists

Firstly, | decided to look at the average sentiment of each artist that appeared in the Global
200 chart between 2019 and 2021, with the hope being to find some patterns that would
help to gain more understanding around Goal 1 and 2 of my project. Firstly, | used a
MongoDB aggregation to make an ordered list of the artists based on the average sentiment
of all the tweets about them that | collected:



Sentiment Ranking Artist Name Avg. Sentiment (3sf)
1 Rich Music LTD 3.96
2 Daryl Hall & John Oates 3.93
3 Banda MS de Sergio 3.92
Lizarraga
4 Nio Garcia 3.90
5 Ufo361 3.85
6 Otis Redding 3.80
7 Nat King Cole Trio 3.80
8 Vedo 3.80
9 Bing Crosby 3.78
10 Peach Tree Rascals 3.78
11 Darlene Love 3.77
12 Sam Feldt 3.75
13 Ella Fitzgerald 3.72
14 Robin Schulz 3.71
737 Band Aid 1.18
738 True Damage 1.05
739 Pretenders 1.03
740 Bryson Tiller 1.01
741 Bad Bunny 0.946
742 The Cratez 0.819
743 YoungBoy Never Broke 0.734
Again

744 Why Don’t We 0.708
745 Passenger 0.570
746 The Police 0.495

(For the full list, see Appendix 1)

Immediately, a listing like this tells us a few things. Firstly, it is likely that those artists on the
very end of either side of sentiment like “The Police” or “Rich Music LTD” are almost
certainly outliers. These may have occurred due to not collecting a large enough sample of
tweets for these artists, but in some cases | would argue that it is because searching some
artists will return tweets that are not necessarily about the musical artist in question or their
music, but other topics instead. “The Police” is a good example of this, as | would suggest
that searching this term would have produced tweets discussing topics around law
enforcement, rather than the English Rock Band formed in 1977. [26] Another example,
“Bad Bunny” has a quite negative sounding word (“bad”) in their name, which may have
influenced the classifier to classify tweets incorrectly.



Stream Count

Next, | decided to compare these average sentiment values with the total stream count of
the artists while they were in the Global 200 chart:

Graph showing the average collected sentiment of artists, and their spotify stream count.
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Figure 19: Graph of all Aritst's respective stream counts against their average sentimentfbr 2019-2021

This graph shows quite a mixed outlook between average sentiment and musical
performance. From just looking at the graph, it would be easy to suggest that those artists
that went on to have breakaway musical success also tended to have positive sentiment on
twitter during that time (at least greater than neutral sentiment at 2). However, the average
sentiment of those artists that have over 1 billion streams during the period studied was
2.715. The overall average however was 2.810. The median of the whole dataset is also
larger than the more commercial successful subset, with medians of 2.897 and 2.842,
respectively. This would suggest that sentiment cannot accurately predict the commercial
performance of an artist on its own. This does make sense, since a small artist could create a
positive sentiment from twitter. My collected data does suggest that sentiment on Twitter is
largely positive, which was a surprise given the discourse around Twitter and Social Media
over the last few years. [27] This graph does show that those artists with lower sentiment
(although far smaller in number) very rarely achieve major commercial success.

4.2 Change in Sentiment after Musical Releases

Sentiment over a long period of time may not have a relationship between the number of
streams over the same period, but what about when sentiment changes directly after a
release? To investigate this, | took the average of the sentiment around an artist 30 days
before the release date of their releases during 2019-2021, and then again for the 30 days
after the release. | then calculated the percentage change in sentiment using the following
calculation:

30 days after sentiment

change in Sentiment = ( * 100 ) — 100

30 days before sentiment

| also had to do some additional work to work out the streaming totals for the releases,
since the spotifyCharts website only presents streaming count at an individual song level. To



do this, | went back to the Spotify API, and used their “Albums API” to get a track listing for
each release that each artist published during 2019- 2021 (these releases being the ones we
previously collected and stored in the Artist MongoDB Collection). After collecting the track
listing for a given release, we could then go through each track and search for it in our tracks
MongoDB Collection. If | found it, | recorded its stream count, if not, its stream count was
recorded at zero. All the stream counts for all the tracks in a release were added together,
to give us the release’s streaming count. Here the code for this process:

track listing= []
stream_count = @

artist_albums_object = requests.get(f"htt i m/ artist id}j/albums”, headers=spotify access header).json()

for idx, album in enumerate(arti

current_album name = album[

if current_album_nam
album_id = album
tracks_object = requests.get(f’ .5p album _id}/tracks™, headers=spotify access header).json()
for track in tracks_object[”

track listing.append(track

break

for track in track listing:
stream_count += totalTrackStreams(artistName, track)

return stream count

Figure 20: “totalReleasesStreams” function: Used to return the stream count of a given release of an artist

Additionally, unlike the other charts in this report, | saved the x and y values in a csv file, as
it takes quite a bit longer to generate this chart compared to the others | have produced.
The use of csv file is also used by the website detailed earlier in the report.

Using this process gave me these results:

Graph showing the sentiment change around a release, and amount of streams it had while in the chart.
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These results go against my initial hypothesis (that high performing releases would cause a
bit of a sentimental wave on social media, either negative, controversial fashion, or in a
positive way). The results instead show that big swings in sentiment are very rare and
almost always are some of the poorest performers on the entire chart. In this case, lots of
releases were very far away from the mean sentiment change (either LQ - 1.5*IQR or HQ +
1.5*IQR away) and could be considered outliers in this dataset. 77 releases, making up
6.63% of all releases were past the limits, which are present on the graph above. If we
ignore these releases, and effectively “zoom” in on the main bulk of data...

Graph showing the sentiment change around a release, and amount of streams it had while in the chart.
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Figure 22: Alternative view of Figure 21, with outliers removed.

It is much harder to make out a major pattern here. For those release that break above the
1 billion mark, there is little pattern to their sentiment as 16 had an increase in their
sentiment after a release, and 23 had a decrease in sentiment after their release.

This leads me to think that either sentiment change after a release does not indicate the
possibility of strong commercial performance, or that the tweets collected were too “noisy”-
not about the artist’s actual release, and therefore artist sentiment changed independently
of how the release itself was received by fans.

4.3 Differences in Sentiment from Twitter and Spotify

As discussed previously, sentiment is not just presented within text that is found on Twitter.
While Spotify has no forum as such to express views in the same way, users can still “follow’
their favourite artists, to get updates on them like when they release new music or
announce new tour dates; or they can save songs to their “library” by clicking a small heart.
While the latter is in my opinion a greater expression of sentiment (literally clicking a heart),
the Spotify APl provides no endpoint to see how many user libraries a given song is a part of.

4

—— Upper Outlier Limit
—— Lower Outlier Limit




No. of Spotify Followers

(Mainly because a given users library is considered private and request to access it requires
them to login with their Spotify account beforehand). However, as noted before, | had
noted down the follower count of each artist when | created my artist MongoDB database.
Therefore, | decided to chart out the follower counts against the average sentiment:

1e7 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count

8 1 S

T
0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Avg. Sentiment
Figure 23: Graph of all artist's Spotify follower totals against the artist's average sentiment

This chart shows that those artists that can maintain a consistently good sentiment over
time tend to be the most popular artists on Spotify.

Additionally, | think it could even be argued that this positive sentiment over time is usually
required from artists to become extremely popular on Spotify, and therefore there is an
argument for tracking the Twitter sentiment around artists over a medium to long time
frame.

However, there is also lots of artists shown in the chart that have strong positive sentiment
that do not a large following on Spotify, which highlights the difference in how sentiment is
shown by users on both platforms. Especially in my study, it could be argued that its
relatively easier to have a handful of Twitter users say something nice about you on that
platform, than it is to build a following on Spotify that reaches into the millions.

Therefore, for me, those artists present with the top follower counts are key. For those over
3 million followers, all but two artists (Justin Bieber, and Bad Bunny) have positive
sentiment (2 or greater on the axes in this report), indicating it as a characteristic present
with popular artists. However, we cannot predict a current follower count from Twitter
sentiment- perhaps if it were possible to obtain the number of followers gained over a
period of time, we could compare that to the sentiment, and see if there is a pattern.



4.4 Differences in Sentiment Between Musical Genres

Finally, | decided to investigate how sentiment changes across different genres of music, as
part of goal 4 of my project. Spotify categorises music across a huge range of granular
genres. A project called “Every Noise at Once” that is “an ongoing attempt at an
algorithmically-generated, readability-adjusted scatter-plot of the musical genre-space...”
has recorded 5415 different genres that Spotify has label songs on the platform to be a part
of. [17] For example, a quick browser search of their list reveals there are 389 different rock
genres. To simplify things slightly and prevent this report from having an additional 5000 or
so graphs- 1 for each genre, | decided to focus on some core genres like “rock” and “pop”
and include any artists who had at least one genre that included the core genre word. For
example, for my “rock” genre chart below, artists that had been linked to “indie rock”, “latin
rock”, “soft rock”, “modern rock” or any other genre with the word “rock” in it were
included. The genres | made graphs for were: Rock, Pop, Hip Hop, House, Country and
Electro. | also attempted to make an “R&B”/ ”Rhythm & Blues” graph, but | found no artists
with my method. Here is a summary of the charts, with each chart being available in the
appendix:

Genre Name Number of Mean Sentiment | Interquartile Average
Artists Range Spotify
(Percentage of all Follower
artists in chart) Count
Rock 79 (10.6%) 2.67 0.817 4,883,513
Pop 444 (59.5%) 2.83 0.664 5,360,835
Hip Hop 189 (25.3%) 2.78 0.837 3,969,168
House 56 (7.51%) 3.034 0.785 4,540,627
Country 16 (2.14%) 2.64 0.403 2,381,588
Electro 66 (8.85%) 2.8 0.512 5,491,163

Looking at these results and the associated charts, pop is the most popular major genre on
Spotify, with 444 artists appearing in the chart (59.9% of all the artists in the chart over
2019-2021). It also has the second highest sentiment across the genres and has a smaller
spread of sentiment than other genres, which is interesting given how many artists have
some form of pop genre associated to them, and how the other genres of comparable
artists in them (Rock, and Hip Hop) have a much larger sentiment spread than Pop.

Country artists were the least popular on average according to the Spotify follower count,
but also in average sentiment. It is also the only genre not to have an artist with 3.5 average
sentiment or higher (though this may be due to the lack of artists that were found in the
charts). It is hard to argue that the low sentiment value hints at this- the Rock genre has far
more popular artists- and more artists total- yet, has just 0.03 higher sentiment on average
than the Country artists. This indicates that sentiment cannot be used as a metric that
clearly indicates that one genre is becoming more successful in the music industry that
another.



On the other hand, the House genre has a clear lead in sentiment, and a strong average
follower count. This could suggest that a very strong sentiment (3+) is no bad thing, and that
therefore sentiment could be useful to track. Of course, more genres would have to be
shown to have this level of sentiment and popularity to prove this for certain.

4.5 Website Testing

To confirm that my flask website was working as intended, | recorded the results of some
testing. Due to lack of time, | did not automate any of these, completing them manually

instead:

Test
No.

Test Description

Expected Result

Actual Result

Test
Passed?

1

Test of “Drill Down”
functionality (Main Page
Graph)

Clicking an artist
on the table on
the main page
brings the user
to a full chart of
that artist’s
sentiment.

Same as expected

Passed

Test of the “New Releases
Effect” button on main page

Clicking this
button takes the
user to a page
showing the
interactive
“releases” chart

Same as
expected.

Passed

Test of the “follower
relationship” button on main
page.

Clicking this
button takes the
user to a page
showing the
interactive
“followers”
chart

Same as expected

Passed

Test of the Genre dropdown
on main page.

Clicking a genre
in this
dropdown takes
the userto a
chart the
correct chart for
this genre.

Same as expected

Passed

Test of “Drill Down”
functionality (Releases Graph)

Clicking an artist
on the table on
the main page
brings the user
to a full chart of

Same as expected

Passed




that artist’s
sentiment.

6 Test of “Drill Down” Clicking an artist | Same as expected | Passed
functionality (Followers Graph) | on the table on
the main page
brings the user
to a full chart of
that artist’s

sentiment.
7 “Home” Button works in For the Same as expected | Passed
navbar (all pages) Follower, Genre,
Artist and

release pages,
the “home”
navbar takes the
user to the
homepage.

8 “Followers Chart” button For the home, Same as Passed
works on navbar (all pages) Genre, Artist expected.
and release
pages, the
“Followers
Chart” navbar
takes the user
to the
homepage.

9 “New Releases” button works | For the Same as expected | Passed
on navbar (all pages) Follower, Genre,
Artist and

home, the “New
Releases”
navbar takes the
user to the
homepage.

4.6 Evaluation of Results
Let us now look back to the goals that we stated at the start of the project, and see how well
we can answer the questions they posed:

4.6.1 Goal 1 Evaluation (Positive Sentiment to long term success)

For this, | believe that we can mainly look to the average sentiment chart. It is not certain
that artist with positive sentiment will have good commercial success. It is also clear that
there is a “sweet spot” for sentiment between 3 and 3.5, as shown by the lower and upper
quartiles.




4.6.2 Goal 2 Evaluation (Role of Negative Sentiment)

Extending from the last point, negative sentiment should be avoided by musical artists. With
just a handful of exceptions, only artists that have positive sentiment around them on
Twitter over time have major commercial success. Additionally, as the follower chart shows,
those that are successful on Spotify tend to have good sentiment. If an artist is found to
have bad sentiment, social media managers should take action to improve it.

4.6.3 Goal 3 Evaluation (Neutral Sentiment)

I think this question is mainly answered through the previous two sections, as neutral is
effectively the middle ground of positive and negative sentiment in this project- there was
no “neutral” class that tweets could be classified as. This ends up making it difficult to
answer this since the data | used to train my model did not include a “neutral” class. There is
an argument that using a “neutral” class in a future project could build on the work in this
project, as it would be interesting to see what proportion of tweets from each of the other

two classes are more neutral in nature.

4.6.4 Goal 4 Evaluation (Differences in Genres)

Breaking the follower chart down into certain genres did lead to interesting findings. “Pop”
is far and away the most popular genre if looking at the sheer number of artists in the chart
associated with this genre. It is also has quite a low spread to other genres.

My results show that there is similar sentiment show towards artists of different genres. In
my work this is shown when comparing “Rock” and “Country” genres. This indicates again
that sentiment cannot necessarily be used to predict the future popularity of a genre. Of
course, a follower count generally accumulates over time- looking at “change in followers or
stream count” may have given more insight, but | ran out of time to investigate if it was
possible to produce these results.

The genre with the highest sentiment was clearly the “House” genre. Since it has a 0.204
difference to the nearest genre that | looked at, looking at more genres that have a similar
average sentiment would have been useful to see if there are any characteristics common
to genres with sentiment greater than 3.

4.6.5 Goal 5 Evaluation (Sentient across platforms)

The chart | produced that compares Spotify Followers and average Twitter sentiment shows
that the most loved artists on Spotify tend to have positive sentiment- though the spread is
large: some artists with over 2 million followers have average sentiment around 2 (basically
equal positive and negative), while others have sentiment over 3.5 (very positive). Few
artists have managed to build high Spotify follower counts into the millions and have poor
sentiment in the timeframe | investigated. In a similar way to what we’ve identified
previously with stream totals, we cannot predict which artists will have the largest follower
counts in the future, but we can say that if the artist has poor sentiment, over a long period,
it is unlikely to be them



4.6.6 Goal 6 Evaluation (relationships between very popular and less popular artists and their
sentiment)

This was difficult to answer during my project, as some data (particularly stream counts)
were only publicly available through the spotifyCharts website, and so by definition the
artists that I've investigated must be popular to a degree or else they would not have got on
the chart. Therefore, if more data were to be publicly accessible, this goal could be worked
on further.

However, in the work | did complete, the follower to sentiment chart does show that for the
small proportion of artists that have a low sentiment, their follower count tends to be far
lower. There are also artists with all kinds of follower counts at the more positive end of the
sentiment spectrum.

4.6.7 Goal 7 Evaluation (Around a Tweet’s Subject)

Since this was my first attempt at sentiment analysis, and due to a lack of time, | did not
investigate looking into how to break down my tweet database into those tweets that
contain specific references to an artist’s music. Therefore, this is a goal that | did not achieve
in this project. | do discuss how this work could be completed in section 5.3 of this report.

5. Future Work

This section details some of the work | would complete if | were to continue with this
project without the deadline. The aim of this work is to make the project more complete
and to gain more insight from the project.

5.1 Automatic Data Collection.

The data used throughout this report was collected towards the start of my project, in a
couple of major steps, and over a specific piece of time. To make this project more useful to
those with an interest in the sentiment around music, it would be useful to collect this data
in a real time fashion. This would mean that the data collected would continue well into
2021 to at least around the present day rather than the set 2019-2021 period investigated
in this report.

For the most part, a lot of my work can be adapted so that the specific scripts used in the
initial data collection are set to run regularly and close the delta between the time passed
between the last “run” of the scripts, and the present time. For example, the python scripts
that collect the Spotify data could be setup to run daily at midnight. They would first collect
the most up to date chart published to spotifycharts.com (assuming they publish this new
chart this quickly- the actual job time may need to be changed slightly otherwise). Once this
data is collected, additional automation could be set up to collect the Spotify API data
(genres, release data, follower counts) for any “new” artists to the Mongo Database.

The hardest part of this automated data collection would be collecting the Twitter data.
Firstly, all the artists need tweets collected about them each new day. At 50 tweets every 14



days, this process would not be too strenuous to complete- though of course the number of
artists that this process will need to be completed for will grow naturally over time. The
tweets also must be classified for their sentiment, which could grow to be a costly process.

5.2 Additional Data Collection

In addition to collecting the most up to date data regularly, the data | have collected could
be enhanced in several ways to allow for more insight to be gained about music artists and
genre’s sentiment. Naturally, with the data collection being the first task | completed for this
project; these steps are far more obvious to me than they were at the beginning.

Firstly, during my project, | use the “Global 200” chart produced by Spotify, which shows the
top 200 artists and their stream counts from across the globe. Spotifycharts.com also allows
for the top artists and their stream counts to be filtered by country. It would be interesting
to break the artist’'s commercial performances down by country to see how they differ.
Sentiment, meanwhile, would be more difficult to filter down to be country specific, as
Twint does not offer its search to be focused on tweets from a specified country. It would
still be interesting to see which country’s streaming habits align most with the global
sentiment though. Perhaps the use of the Twitter APl may be able to allow collection of
tweets by country, but this needs further investigation.

5.3 Use of NLP Pipeline

Finally, | decided to conduct basic Natural Language Processing when collecting my tweets
through Twint by adding steps like removing stopwords, and webpage links. | noted
previously that | decided against using the “Spacy” NLP Python package to complete my
NLP, as it seemed too costly in time to learn how to use and implement in my project.

However, it could be used in several ways to get more insight from the tweets | collected.
One way is that a Spacy model could be used to detect custom entities in the Tweets. In our
case, these Entities could be artist names and release names. This would allow us to identify
tweets that specifically refer to a given artist’s music, and those that are about a different
topic. These two subsets of tweets could then be compared, to see how both of their
average sentiments relate to the artists music.

6. Conclusion

This report details the collection of data from Spotify and Twitter and then the use of that
data to investigate the relationship between the sentiment around musical artists and
genres and how they perform commercially. Overall, the results produced for this project
show that it would be unwise to use sentiment to make predictions about the long-term
success of an artist. Ultimately the range of fortunes for those with generally positive
sentiment make this impossible. However, my findings also show that having negative
sentiment is not something that any artist should want. Breakout commercial performances
tend to occur to artists with good sentiment and many of the artists with the best Spotify
follower counts have good average sentiment over the timeframe investigated.

Additionally, my analysis found that big swings in sentiment directly after the release of an
album or single by an artist were generally very rare, and almost always followed by weaker



commercial performances compared to those that had more consistent sentiment during
the time before and after a release. | also found that for those with the smaller swings in
sentiment, strong performances were seen for those that had a sentiment drop after a
release, as well as those that had their sentiment rise. Again, this makes it hard to identify a
common pattern between changes in sentiment directly after a release, and the eventual
performance of that release. Therefore, it can be argued that it is useful to measure and
track sentiment directly after a release- except to ensure that a large, unwanted swing in
sentiment has not occurred.

In terms of musical genres, similar sentiment can be seen for genres that are more popular
(as measured by average Spotify followers for the artists included in the genre, and in the
number of artists linked to the genre). Despite being the most popular genre, pop had a
much smaller spread in sentiment compared to the other genres investigated. Country
music was the least popular and had the lowest sentiment. House music had by far the
highest sentiment- leading me to wanting to find more similarly talked about genres to
compare it to. In the same way as most of the artists were, all the genres investigated in
depth had positive sentiment on average.

| do believe that it is beneficial for those in the music industry to track sentiment around
artists to ensure they are not regularly seen in a very negative light as it is far less likely that
these artists will achieve significant commercial success. | also believe that sentiment
around the release of an album or single could be useful to track, but only to ensure that
large swings do not occur- in general there is no benefit to tracking this if the change is
relatively small. Finally, | would argue that for those wishing to predict which next musical
genre will grow in popularity, sentiment is not a useful metric, as | have shown that both
popular and unpopular genres can have similar sentiment.

7. Reflection on Learning

7.1 What | have Learned.

| have really enjoyed this project and working with my supervisor, Daniela Tsaneva, during
this semester. Having never delved into Sentiment Analysis previously, it was fascinating to
learn about the different methods available to conduct this task, investigate other domains
in which it has previously been used, and use it myself in a subject are that | love: music.

| also learned a lot more about Natural Language Processing during working on this project
and the complexities of doing it with a large dataset. For the benefit of completing the
project on time and having results to show, | kept it to as simple as | could, though | look
forward to continuing to investigating the subject and applying what | have learned in other
domains after my time at Cardiff University is complete (and hopefully avoiding the
mistakes | made in the process!)

Another major learning point was the difficulties of working with large amounts of data. |
collected over 3 million tweets that required their sentiment to be classified during this
project, and a further 1.6 million were used in creating my classifier to perform this task. |
did not foresee the sheer amount of time that would be required to both collect the Spotify
and Twitter data and use the smaller labelled dataset to build these classifiers. This led to a



lot of time being spent waiting for my laptop to complete these tasks locally (and a lot of
times having to leave it to number crunch overnight). Inevitably, this led to me having to
scale back certain parts of my project or move on to the next stage of it all together due to
this additional time used. | am looking forward to spending some time learning how these
types of tasks could be completed in the cloud as | think that will help me avoid this kind of
issues in the future (as well as giving my laptop a well-deserved rest).
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Appendix

Appendix 1: Full list of artists and their recorded average sentiment
See ‘fullSentimentList.csv’ in archive.zip
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Appendix 2: Graph showing Spotify follower counts against average sentiment for “Rock”

artists:
le7 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count for artists with rock genre.
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Appendix 3: Graph showing Spotify follower counts against average sentiment for “Pop”

artists:
g 1e7 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count for artists with pop genre.
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Appendix 4: Graph showing Spotify follower counts against average sentiment for “Hip Hop”
artists:
o o7 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count for artists with hip hop genre.
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Appendix 5: Graph showing Spotify follower counts against average sentiment for “House”

artists:

)

1e7 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count for artists with house genre.
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Appendix 6: Graph showing Spotify follower counts against average sentiment for “Country”
artists:
5 167 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count for artists with country genre.
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Appendix 7: Graph showing Spotify follower counts against average sentiment for “Electro”

artists:
g 167 Graph showing the Relationship between Avg. Sentiment, and Spotify Follower Count for artists with electro genre.
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Appendix 8: scaper.py — contains code used to complete Spotify and Twitter data collection
tasks and analysing the MongoDB database | created. Attached in archive.zip.

Appendix 9: openAiWork.py — contains the code that was used to assess the OpenAi
classifier. Attached in archive.zip.

Appendix 10: classifier_work.py — contains the code used to train and test my skilearn
classifiers, and then use them on my collected Twitter data. Attached in archive.zip.

Appendix 11: sentimentWork.py — contains the code that analyses the results of my
sentiment analysis. Attached in archive.zip.



