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Abstract 
With the development of deep learning in various fields, now deep learning has been concerned 

by many people. Although in the field of computer vision and game production, urban street 

network modeling has been a common problem, but few people have used deep neural network 

to generate the urban street layout. Motivated by this requirement, based on the content 

mentioned in the DCGAN and WGAN papers, I implemented an unsupervised learning model. 

After multi-stage debugging and training, the model can capture the content distribution of real 

images and can be applied to urban street networks generation. In addition, I also collected a set 

of urban street network datasets based on this project and allowed the model to learn the 

characteristics of different urban street networks. Finally, in order to make better use the model 

characteristics, I adjusted the model during the experiment and make qualitative and 

quantitative analysis in the project. This paper also discussed some of the current problems and 

future development of the mode.
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Chapter 1 introduction 

Deep learning is a research direction in the field of machine learning. In 2006, Hinton and 

Salakhutdinov (2006) proposed a solution for gradient disappearance. The concept of deep 

learning in this article brought a new wave of deep learning. In 2010, deep neural network (DNN) 

attracted people's attention again with the development of GPU for high performance computing. 

In 2012, Hinton et al used the deep learning Alex Net model in the ImageNet image recognition 

competition to classify the top 5 errors. The rate is reduced to 15% and the GPU is used to 

increase the calculation speed of the model. The re-proposition of DNN has led to the 

development of different fields such as image classification, face recognition (Trigueros et 

al.2018), autonomous driving and other computer vision fields have achieved great success. 

In addition, An AI called AlphaGo was developed by Google and in 2016 it beats many world 

experts in the go field, which also proves that deep learning plays a significant role in different 

areas .However, the achievement of deep learning in the discriminative model is higher than that 

of the generative model, because the discriminative model is actually a two-class or multi-

classification problem like the recognition of cat and dog and the model judges that the output 

result 1 is a cat, and 0 is a dog through a set of pictures about cats or dogs are given. But for 

the generative model, it is quite simple to distinguish between generative image and real image. 

Until 2014, the Generative Adversarial Networks (GANs) proposed by goodfellow et al. have 

completely become a hottest direction of research in deep learning. GAB is consisted of two 

different networks, a generator, and a discriminator. The role of discriminator like a two-

classifier, it is used to determine the probability of input images, if it is real, it will give a high 

score, if it is fake, it will give a low score to input images. For generators, it is usually input a 

random vector (noise) to generate images similar to the real image distribution by constantly 

learning the distribution characteristics of the real image. In fact, this is a process of mutual game, 

the generative images will become increasingly realistic and finally achieve the effect that 

discriminator cannot judge the probability of real and fake. Therefore, after the proposed GAN 

concept, there are more innovative GANs such as BIG GAN, DCGAN, WGAN and so on. However, 
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these models require a large number of training datasets. However, in some areas of research, 

there is often no data set for training models that will consume many resources.  

The urban street network reflects a city's overall layout and the level of connection with the 

external space. Therefore, the road network is not only the basic means medium of transport, 

but also has a direct impact on the city's future development plan. The study of urban 

morphology has been the main research direction of urban planning in recent years. At the same 

time, urban street networks have achieved great success in the direction of computer 

graphics, for example, Xiao et al (2009) proposed using the multi-view semantic segmentation 

method to achieve 3D modeling of street shots and it also has particularly beneficial effects in 

terms of games like the well-known game Grand Theft auto produced by Rockstar Games, Los 

Santos is based on the urban street of Los Angeles and San Fierro is based on San Francisco. 

Therefore, the automated generation of high-quality products has become a research direction 

in recent years. Due to the widespread use of deep learning today, this article combines the 

methods of deep learning and Street Layout Synthesis. On the basis of DCGAN, I built a GAN 

model which can automatically generate a city street network given by city street data set, on 

the one hand, it can be satisfied the requirements of street modeling for game, on the other hand, 

it can satisfy the needs of city layout research. This paper is divided in to 7 chapter, the second 

chapter describes the relevant technology of deep learning methods and evaluates the 

advantages and disadvantages of existing reports. The third chapter introduces the current 

problems encountered and describes data set collection method and model structure used in this 

project. The fourth chapter mainly explores and implement model method and attempts to 

problems, finally give the results. In chapter 5, i need to make some qualitative and quantitative 

evaluation of the model. The last two parts are summary of the methods of this project, the 

problems that need to be faced and solved in the future, and personal self-reflection in the 

project.  

The aim of this project is to introduce deep learning technology based on street layout synthesis 

into the field of urban street planning. This project provides an idea and thought for city street 

road network generation planning and game unique style map generation planning. 
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The objectives of this project are: 

a. Collect relevant map data sets from open-source map data sites, it means deep learning 

has extremely high requirements on sample data quantity, not only to ensure the quantity 

of sample data, but also to ensure the quality of sample data. 

b. The sample data need to be preprocessed for training of deep learning network. 

c. builds a deep street network generation model, this model can learn the essential 

characteristics of the input data and generate the street map network based on the 

training samples. 

d. Fix and optimize the model structure and solve the output problem. 

e. Evaluate the deep street network generation model. 

These objectives build the ultimate goal of the project. Objectives c and d are exploratory 

because objectives c and d are implemented and modified on techniques mentioned in previous 

literature and it will update in chapter 3 and chapter 4. 

Chapter2.Related work 

Because of the literature on automatic map generation methods are limited, to better 

understand the problem of the project and the basic conception of the model, this chapter mainly 

introduces deep learning models technique in recent years such as GAN, CNN (Convolutional 

Neural Network), DCGAN and so on, it provides the basis theory of algorithms for establishment 

of the model. 

2.1 Deep Learning  

Deep learning is also called hierarchical learning, which uses multiple nonlinearly transformed 

deep graph models to model the abstract features of the data. Deep learning was called artificial 

neural network (ANN) a long time ago. It was designed with the inspiration of biological brains. 

Although machine learning neural networks will be used to understand the functional structure 

of the brain, it will not be designed to be used as a realistic model. In recent years, the 

development of GPU and big data has promoted deep learning and deep learning is mainly used 
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in natural language processing (NLP), image speech recognition and so on. (Goodfellow, Bengio 

and Courville. 2016) 

2.1.1 Neural Networks 

 Neural network is the most basic part of deep learning. Neuron is the basic calculation unit in 

neural network, a neuron can simulate the calculation process of a nonlinear function hw, b(x) and 

a simple neural network can be represented in Figure 2. 

 

Figure1: The structure of neuron 

 

Figure2: The structure of neural networks 

x represents the input set, w and b are the connection weight value and bias value. The structure 

of neural network can be represented: The element dimension of the input layer is related to the 

characteristics of the input quantity. If the input is a 32*32-pixel grayscale image, then the 

dimension of the input layer is 32*32 = 1024.therefore, the output of the neuron is
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and f is the activation function which is an important 

function to increase the nonlinear component of the network. Activation functions always use 

the sigmoid function, the tanh function and the Relu function. 

2.1.2 Back-Propagation 

In the neural network, the update of the neural network parameters is achieved by using the 

backpropagation algorithm. In general, specify a loss function L (x, y), then convert the 

adjustment of network parameters into a problem of minimizing the loss function. First obtain 

the output of the network through forward propagation method, then calculate the error L of t 

expected output of function, and finally use the chain derivation rule to obtain the partial 

derivative of the weight and bias of the k-1 layer and calculate the new W and b values until 

continue to pass to the input layer. The training process of the neural network is actually to 

continuously perform forward propagation and back propagation before the network 

parameters converge. 

2.2 Convolutional Neural Networks (CNN) 

Convolutional neural network is a feedforward neural network proposed by simple cells, complex 

cells, and receptive field. It is based on the study of the principle of the perception of external 

things by animal visual cells (Hubel and Wiesel 1964). 

1.O'Shea and Nash (2015) point out that the convolutional neural network is actually a traditional 

neural network optimized by the learning of neurons. The only significant difference is that CNN 

is mainly used in internal image pattern recognition, adding local perception, weight sharing, 

multi-core sharing and spatial sampling mechanisms. These features not only speed up training 

speed, but also significantly reduce network parameters, in addition, the convolutional neural 

network has superior performance in learning some large-size images. 

2.There are three types layers about convolutional neural networks: 

a. Convolutional layer: The convolution layer consists of several kernels of convolution to 

calculate different feature maps; the role of the convolutional layer is to use the 

convolution operation to identify the characteristics of the input data, so convolutional 
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layer is also called feature extraction layer. The convolution operation is the process of 

linear filtering on a two-dimensional image, it is using a filter (convolution kernel) by 

calculating the product of the pixel in the receptive field of the filter and the value of the 

corresponding position of the convolution kernel. Finally, add up the results for each 

position, in mathematics, it has been shown (Gu et al 2021) that the feature value zl
i,j,k  

can be calculated by: 

 

Figure3: K means k-th feature map, l means lth layers, i, j means the feature value at location(i,j), w and 

b are the vector and bias of k-th filter and l-th layer. 

b. Pooling layer: The pooling layer performs down sampling on each feature map separately. 

It does not require parameters and is easier to optimize than convolution-based sampling, 

therefore, the pooling layer often follows the convolutional layer. The common pooling 

layer operation is to take the maximum or average value of the convolutional features in 

the pooling field as the feature value after pooling, actually, pooling is to calculate the 

maximum or average value of the unit patch in one or more feature maps. 

c. Fully connected layer: The fully connected layer of CNN is like the arrangement of 

neurons in a traditional neural network and contains direct connections between 

neurons and neurons in two adjacent layers. 

3. Although the convolutional neural network has a particularly beneficial effect in image 

classification, adjusting its parameters requires luck to complete. Therefore, Zeiler et al. (2014) 

proposed a visualization technique to visualize the structure of the entire convolutional neural 

network for improvement (Figure 4) by using the deconvolutional network proposed by Zeiler et 

al (2011) to attach to each convolutional layer. First, the input image is transmitted through the 

network of the convolutional layer to obtain the specific features generated by each layer, then 

the feature map is transmitted as input to the corresponding deconvnet layer, finally, go through 

unpooling, rectify and filter operations. 
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Unpooling: Since the max pooling operation is irreversible, this article uses an approximate 

method to calculate the inverse operation of max pooling: Use the Max locations "Switches" table 

to record the position of each maximum value in the max pooling process. When in the unpooling 

process, mark the maximum value back to the record location, and set the remaining positions 

to 0. it means that recording the position of the maximum value input in the z*z area of each 

pooling operation during the training process. When unpooling, the maximum value can be 

returned to the position where it should be, and the value set 0 for other positions. 

Rectify: In convolutional network, in order to ensure the effectiveness of features, the relu 

nonlinear function is used to ensure that all outputs are non-negative. This rule is still valid during 

the deconvolution process, so the reconstructed signal is passed through a relu function. 

Filtering： The convolutional network uses the learned convolution kernel to convolve with the 

upper layer output to obtain features. In order to realize the inverse process, the deconvolution 

network uses the transpose of the same convolution kernel to carry out the convolution 

operation on the modified feature 

 

Figure4: the structure of deconvnet and convnet. 
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4. Convolutional neural networks were used in the detection and recognition of natural images 

in the 1990s, including face recognition technology (LeCun, Hinton and Bengio. 2015). ConvNets 

achieved surprising results in the ImageNet competition in 2012. The main reason for the success 

was the GPU (Graphics Processing Unit) and a drop out regularization technique to reduce the 

use of overfitting (Srivastava et al. 2014), with the continuous optimization and progress of the 

algorithm, the current convolutional neural network has a significant effect in the image field. 

2.3 Generative Adversarial Nets (GAN) 

 1. Generative Adversarial Nets (GAN) is a model of deep algorithms proposed by Goodfellow et 

al (2016) inspired by game theory and it is considered one of the most groundbreaking 

developments in deep learning. The reason of provide this model is because of the difficulty of 

many probability calculations in the maximum likelihood estimation method and related 

strategies that it has little influence on the deep generative models, it is difficult to use the benefit 

of piecewise linear units in a generative context.  

2. A useful to uﾐderstaﾐd GANげs e┝aﾏple sho┘ that the geﾐerati┗e ﾏodel Iaﾐ He thought of as a 

counterfeiter who needs to fool the police officer (discriminant model) and in this competition 

game improve their identification and manufacturing capabilities until the counterfeit can 

replace the genuine. 

 3.Generative Adversarial Nets consists of a generative network (G) and a discriminative network 

(D). The structure of the generator and discriminator are both multilayer perceptron and the 

generator receives a random noise variable pz (z) then generate an image G (z; θg) (It actually 

maps to a differentiable function G with parameters θg). the output of D (x; θd) is a scalar, it is 

represented that the probability of x from real data rather than generating data. So, the objective 

function of GAN and relational graph can be represented by: 

 

Figure4：the objective function of GAN. Source: Generative Adversarial (2014) 
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Figure5: relational graph of GAN. Source: Generative Adversarial (2014) 

4. In figure 4, there are two perspectives to understand the function. From the perspective of 

discriminator D, training D can maximum distinguish between real samples and fake samples, 

therefore, the number of D(X) will be as large as possible, and the value of D(G(z)) will become 

small, so V (D, G) will become larger. From the perspective of generator(G), generator job is to 

cheat the discriminator into "attaching" the correct label to the image generated by the 

generator, so G need D(G(z)) to be as large as possible, then V (D, G) will do the same thing. 

5. In figure 5, the black curve is the probability distribution function of the real sample, the green 

curve is the distribution function of generator, and the blue curve is the output of the 

discriminator D. The bottom parallel is the noise sampling region z and maps to x which imposes 

a non-uniform distribution on the changed sample. At the beginning of a, although G (z) and x 

are characteristic in the same space, their distributions are quite different, therefore, 

discriminator D can easily distinguish generator G and real sample. However, with the progress 

of training, the distribution of false samples gradually overlapped with the real samples((b), (c)). 

Finally, the black line and the green line almost coincide where the discriminator D will output 

0.5 for any sample (d). 

6. Generative adversarial networks introduce the idea of adversarial into deep learning; in theory, 

generating adversarial network frameworks can train any kind of generator network and in 

contrast to the depth Boltzmann machine proposed by Hinton (Hinton and Salakhutdinov 2009). 

It does not need to repeatedly apply Markov chain operator which means GAN sample can be 

generated at once and there are no complex partition functions in GAN. However, on the one 

hand, the generative network and discriminant network of GAN are realized by neural network. 
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However, Nash equilibrium can be guaranteed only under convex function in gradient descent 

calculation, and it will lead to GAN model may not be able to achieve Nash equilibrium. On the 

other hand, due to the uncertainty and randomness of the GAN model, so there is uncertainty in 

terms of generating content which leads to increased uncertainty in street map automation 

generation. Finally, GAN has no loss function, it is difficult to know the training progress, 

Eventually the model may be collapse. 

 

2.4 Deep Convolutional Generative Adversarial Networks (DCGAN) 

the conception of deep convolutional generative adversarial networks (DCGAN) is a new model 

proposed by Metz, Radford and Chintala (2016) based on GANs (Goodfellow et al.2016) and 

combined with deep convolutional neural network. Metz et al (2016) believe that GAN is unstable 

and uncontrollable during training which will lead to a GAN model cannot achieved expected 

result. 

 In fact, DCGAN can still be regarded as GAN, but DCGAN combines the characteristics of 

Convolutional neural network (CNN), it has improved in the following ways: 

1. DCGAN uses the conception proposed by the all-convolutional network (Springenberg et 

al.2015) which use fractional stride to replace the space polling in generator and 

discriminator use stride convolutions to replace the pooling layer, then the network can 

learn the down sampling by itself, Metz et al apply this method to both generator and 

discriminator that can sample in own space. 

2. DCGAN removes the fully-connection layer then uses global average pooling to replace it. 

The advantage is that although the global average pooling can improve the stability of the 

model, the convergence speed is lower than the original. 

3. Batch normalization plays a significant role in accelerating learning speed and 

convergence of the model by changing the input for each layer to zero mean and unit 

standard deviation (in fact, it needs shift and scale) (Ioffe et al.2015). This has proven to 

be a particularly important way to accelerate convergence and slow down overfitting in 

deep learning, it can help with training difficulties caused by improper initialization. 
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However, if batch normalization is directly use to all layers, then the sample will oscillate 

and be unstable. Therefore, batch normalization is only used for the input layer of the 

discriminator and the output layer of the generator. 

4. Activation functions use Tanh functions only on the generator's output layer, and ReLu 

(Rectified Linear Unit) functions on each generator layer. For discriminator, all layers use 

LeakyReLu function. 

 

Figure 6: the network structure of DCGAN 

 DCGAN performs well in the latent space. Adding or deleting objects in the image shows that the 

DCGAN model is already learning relevant and interesting expressions. In addition, based on the 

CNN model proposed by Zeiler et al (2014), which has immensely powerful learning features on 

large image data, the DCGAN model can also perform well on discriminator through the guided 

direction propagation method. The DCGAN model has done experiments in the classic example 

vector("King")-vector("Man") + vector("Woman") of processing human faces and achieved 

satisfactory results, but if operating on a single sample, the result will be unstable and if Z vector 

using an average of 3 samples to operate, the result will be good and stable. Experiments also 

show that face pose also meets similar linear properties in Z space. 

Although the DCGAN model is more stable than the GAN model, the DCGAN model will cause 

some filters to collapse and oscillate with the increase of training time. But there is no denying 

that DCGAN has brought people a new direction of research. A project enabled SRGAN to obtain 

guidelines for using DCGAN in ultra-high-resolution images by defining a perceptual loss function. 

(Ledig et al. 2016). 
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2.5 Wasserstein GAN 

Wasserstein GAN (WGAN) was proposed by Arjovsky et al. (2017). It is used to solve the problem 

of instability in GAN training 

This article is mainly studying the learning probability distribution in unsupervised learning. 

Instead of defining the density (Pθ)θ∈R
d , the previous GAN and VAE usually define a random 

variable z, which itself has a fixed distribution and then passes A parameter function gθ: )→X 

 (Usually some kind of neural network) which can directly generate samples that follow a specific 

distribution P θ, this distribution can be changed to make it closer to the real data distribution by 

Ihaﾐgiﾐg θ. The paper poiﾐts out that GAN pro┗ides greater fle┝iHilit┞ iﾐ the defiﾐitioﾐ of 

objective functions, but the instability and vulnerability of training GAN are well known. 

Therefore, Arjovsky et al. constructed a continuous loss function. If such a continuous loss 

function exists, it also maps the continuity of the two spaces and defines a form of GAN called 

Wasserstein-GAN which minimizes the reasonable and effective approximation of the earth-

mover distance (EM), and theoretically proves that the corresponding optimization problem is 

reasonable. The author provides EM to replace the JS-divergence in original GAN. 

 

Figure7: The Earth-mover distance 

Intuitively, the formula can be understood as the "consumption" required to move Pr to Pg by 

referring to "sand" in rR path planning. W (Pr, Pg) is called the minimum consumption under the 

optimal path plan. EM distance can represent the distance between two distributions, although 

these distributions do not overlap. The Wasserstein distance can still reflect the distance of two 

distributions. This is where the Wasserstein distance is great in comparing KL divergence and JS 

divergence. 

WGAN has made the following improvements in the original GAN algorithm flow： 

1.The last layer of discriminator removes the Sigmoid activate function. 
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2.The loss of G and D does not take logarithms. 

3. The absolute value obtained after updating the parameters of the discriminator is truncated 

to no more than a fixed constant c. 

4.Cannot use momentum-based optimization algorithms like Adam, RMSProp and SGD 

(Stochastic Gradient Descent) can recommend using in this paper. 

 

Figue8: The Algorithm of WGAN. 

The author conducted experiments on image generation through the Wasserstein-GAN algorithm 

and used the loss metric to repeatedly verify, finally proved that WGAN solves the main training 

problem of GAN. It is not necessary to keep the balance of generator and discriminator and 

design complex network architecture when training WGAN and it can continuously estimate the 

EM distance ability by training the discriminator to the optimal state. However, high learning 

rates and the use of momentum-based optimizers will make WGAN training unstable because 

critic losses are not stationary, so further research is needed in the future. 
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2.6 Introduce other information 

2.6.1 Urban morphology 

Moosavi (2017) introduced that different city have different urban layouts and the potential 

formation of cities needs to change over time. In urban quantitative research, Boeing (2017) 

mentioned the main limitations in quantitative research: 1, small sample size, 2. Network 

oversimplification, 3. Reproducibility difficulties and lack of tools to use. At the same time, the 

current quantitative method is too simple. 

Moosavi (2017) uses open street maps to collect resources in different cities, builds an 

unsupervised learning task through machine learning for feature learning, and finally recognizes 

urban patterns based on spatial forms and supervised learning. First, use the open street map to 

collect urban roads, and collect a single-channel image of 2400x2400x1, then preprocess the 

image and crop it to 256x256x1. The commonly used method for unlabeled data sets is the 

autoencoder (AE) network. The AE network is an unsupervised feature learning algorithm 

proposed by Hinton and Salakhutdinov (2006). the goal of autoencoder is to learn an identity 

function hW,B(x)≈x and make the network input as close to the output as possible, AE can better 

explore the internal structure of the data by limiting the number of neurons implicit in the 

autoencoder. However, the effect of the convolutional autoencoder in processing high-

dimensional images will be better. Convolutional autoencoder combines the characteristics of 

the kernel of convolution in convolution on autoencoder architecture. The fully connected layer 

of the traditional autoencoder will lose spatial information, but the convolutional autoencoder 

can well retain the spatial information of the two-dimensional signal. 

The use of global map data sets such as OSM supplies new opportunities to study the 

development patterns of cities around the world, however, the processing of large data sets 

resulted in a lack of processing consistency and an easy-to-use research tool. Machine learning 

played a significant role in this project. It served as a "mediator" to realize the potential for urban 

morphology research. 
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Chapter3.Methodology 

The main content of this chapter is the description of the problems in this project and the 

proposed solutions. The problem description and the solutions come from the problem of street 

generation. 

3.1 Problem statement 

As mentioned in chapter 2, before starting the project, the following aspects need to be 

considered: 

1. A basic idea of the frame structure of Generative Adversarial Nets (GAN): Compared with other 

generative models, the advantage of GAN is that GAN does not require a hypothetical data 

distribution, which means that it does not need to formulate p(x), but uses a distribution to 

directly sample, so that the model can truly achieve theoretically complete Close to real data. 

However, the downside of this method, which does not need to pre-modeling, because GAN 

training is too free. For larger pictures and more pixels, GAN-based methods will show 

uncontrollability, which will make GAN difficult to train. Although generating adversarial 

networks have a significant impact on image generation, it takes a lot of time and computer 

resources that prevent the development of GAN. 

2. Since deep models are mainly used for feature learning in high-dimensional spaces, the training 

effect can be achieved when the number of samples is sufficient to better train the deep model. 

Therefore, using a small number of samples used or lack of diversity can easily lead to problems 

like overfitting and model collapse in the deep model, street generation contains various road 

information, the feature dimension of the data is high. For the model to better generate street 

network data, it is necessary to provide enough city street network samples. In addition, how to 

obtain a large number of urban road samples has become a problem in this study. It is necessary 

to consider the selection of data sources and the sampling range of urban street network samples. 
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3.2 Approach 

In this part, we mainly introduce the specific implementation method of urban street network 

generation and analyze the methods adopted in the literature based on the existing papers, and 

finally show the research results of street network generation. 

3.2.1 Choose the relevant platform 

This part is aimed at the data requirements for the street network, and focuses on the 

rationalization of data collection plans, it includes determining the scope of data collection and 

the platform for acquisition. Due to the Internet, large data are becoming mainstream. There are 

large amounts of data generated platform for researchers to research, Since the deep model is 

generally used for learning in high-latitude space, so the deep model needs to have a sufficient 

number of samples to better fit the real data. In this project, the city street data required for the 

street generation model contains a lot of rich information. In order to better train the model, a 

sufficient number of urban street samples is necessary. 

In this project, I use the Baidu map platform for the road samples acquisition platform. There are 

several advantages to using Baidu map platform: 

1. The Baidu map platform s free to use and it has global geographic data that can satisfy of data 

samples from urban road networks for this research 

2. The Baidu map platform is launched for developers based on Baidu which includes platform-

level services such as personalized map editing, map visualization, web service API (Application 

Program Interface) and other functions for developers to use.  

3.The Baidu map platform provides many humanized functional designs such as online 

personalized editor that allows developers to adjust the style of the map and customize data 

template according to the needs of the project, this means that developers can be more 

convenient to do research on the map. For the perspective of the project, the personalized editor 

can filter out many unnecessary elements. 
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4.The Baidu map platform supplies a variety of data access interfaces; it has detailed tutorial 

documents for developers to use which means developers can use related features better 

according to the tutorial. 

3.2.2 Collection of road network samples 

1. Apply for the API key  

First of all, before obtaining the road network data set for free through the Baidu map platform, 

developers must apply for a key before they can use the API interface to access the data. This is 

a security authentication mechanism by Baidu Maps platform for all developers. Developers need 

to fill in the application name, application type, service activation and other settings to get a 32-

bit development password (like fiGDKxUkiWPHlfWrO3M0V1Dm7IeKncUS). Finally, when 

developers load the map source data, you need to input the developer's application key as the 

authentication parameter of Baidu Map platform API. For developers, identity security 

verification allows developers to effectively protect their privacy and production results when 

using the platform. 

2. User-defined map editing 

After the developer obtains the API key, the personalized map application can be used through 

the service platform. There are four elements when using the map data in platform: map 

backgrounds, road setting, interest points (signature locations such as airports, medical 

treatments, hotels, restaurants, etc.) and administrative annotation, then each item holds 

different objects of mapping modification. This setting makes it easier for beginners to obtain 

map data sources and editing; in addition, there are lots of background styles to give developers 

to design their map. The map editor can not only customize the configuration of various elements, 

but also change the layer and geometry properties, road width, color saturation to adjust. 

In deep learning, information is processed hierarchically, and pixels are the most basic feature in 

this area. For the research, street information features play a particularly significant role in model, 

in order to achieve street generation network training effect, the following requirements need 

to be satisfied: 1. The training sample only saves street network related information. According 

to the requirements of the research, I chose to keep the information of urban main roads, land, 
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ordinary roads and highways, and other road network information should be removed such as 

railways, subways, internal roads, etc. In addition, to reduce the burden of the model, all text 

information from the street network must be removed. 2. Set the land pixel value to 0(black) and 

the street pixel value to 255 and the image as shown in Figure 9. After adding the rule, the 

platform will automatically generate a JSON code to describe the content set by the developer 

(Figure 10). 

 

Figure9: The effect of setting conditions 
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Figure 10: Define sample style JSON code 

3. Load User-defined maps using JavaScript API 

After obtaining the JSON code, I use the JavaScript API to load the customized road network data 

into the browser. Here I use the Hbuilder to implement the code (Figure 11). Line 21 means that 

the developer can change the coordinates of the geographical location to get street information. 

This method helps us to choose the different city streets network. Line 23 indicates that road 

network shape is determined by road network zoom level. In this research, the reason why I set 

the zoom ratio to 14 is that it will pay too much attention to the details of the road if the map is 

set too large, and if it is too small, it will affect the number of samples generated and the model's 

demand for data. 
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Figure 11: load the data to internet 

4.  Screenshots 

In this part, although self-defined street data can be presented in browser, the street data loaded 

by the browser is vector data which needs to be rasterized into raster images of the street 

network. So, I use a Chrome extension tool Ialled さGOfullpageざ, it can take screenshots of street 

maps with existing coordinates and save in PNG format. Therefore, I designed a collection scheme 

of street network samples through previous operations, and then used Gofullpage to capture 

urban streets by constantly changing coordinates. Finally, the data set for training is obtained 

(Figure 12).  
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Figure 12: Street network sample collection process. 

3.2.3 The architecture of model 

The goal of this part is to build a street generation network model. On the one hand, I hope the 

GAN model can be effective in image generation. On the other hand, I realize that convolutional 

neural networks have great advantages in image processing. Therefore, this project is mainly 

based on the DCGAN proposed by Raford et al (2016) as basic model to generate diverse urban 

street images.  

The structure of DCGAN model can be represented by figure 13 and figure 14. For generator, I 

will input a 100-dimensional noise Z, and pass a fully connected layer and 4 deconvolution layers, 

finally output a generation of [1, 64, 64] dimensional samples.  The Batch Normalization 

operation and the ReLu activation function are performed after the first linear layer and the first 

three convolutional layers, and the Tanh activation function is added to the last convolutional 

layer. As mentioned in Chapter 2, using the Relu activation function can strengthen the learning 

ability of the network and increase the speed of calculation, the Tanh function will make the 

output result between [-1, 1]. For the discriminator, the discriminator is a binary classification 

used to determine whether the image is true or false. The input of the discriminator is 1x64x64 

samples then passing through the convolutional layer, the BN layer, and the LeakyRelu layer. In 

the DCGAN paper, it is mentioned that the use convolutional layer can down sampling better, the 

LeakyRelu layer can make the gradient propagation more efficient. Finally, the discriminator will 

judge the probability of generative images. Moreover, Batch normalization is an algorithm 
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described by Ioffe et al (2015). it can reduce gradient disappearance and speed up convergence 

during DCGAN training, but there is still no helpful solution to model collapse. 

 

Figure 13: The generator network structure 
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Figure 14: The discriminator network structure 

3.2.4 Loss Function and optimizers 

On the one hand, in traditional GAN, the loss of GAN is actually a mutual game of maximum and minimum 

values, so the binary cross entropy in the GAN paper is used in the DCGAN model which is used to record 

the loss of G and D by defining true labels and fake labels. In addition, Radford et al (2016) suggested 

that G and D both are use Adam optimizers. On the other hand, I use Wasserstein distance to 

calculate the distance between two distributions and I use RMSprop optimizer to W-GAN 

+DCGAN.However, if the loss function of WGAN is used, the sigmoid function needs to be 

removed. 

 

1. When using traditional GAN for training, we use DCGAN as the part of the model generation, 

The loss function becomes the cross-entropy loss function of the two classifications. But different 
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from the traditional sorting task, we need to use gradient ascent for training because this will 

make the discriminator unable to separate the real data and the generated data so as to achieve 

the fake replace real. In the specific implementation, we define the following loss functions for 

the generator and discriminator: 

 

Figure 15: The loss function of generator 

Figure 15 is the loss function of the generator. I minimize the binary cross-entropy function of 

the generated data between the output distribution of the discriminator and the real data 

distribution is means that let the discriminator not correctly distinguish the difference between 

the real data and the generated data next time, finally, define the discriminator The loss function 

is shown in Figure 16: 

 

Figure 16: The loss function of discriminator 

The loss function of the discriminator allows the discriminator to correctly separate the 

generated data and the fake data. This can fight against the loss of the generator then the 

generator has to generate more realistic images in order to deceive the discriminator. 

2. For WGAN, my optimization is Wasserstein distance, but Wasserstein distances are actually 

difficult to calculate. The author uses the clip parameter method to approximate the calculation 

conditions, so the Wasserstein distance can be implemented as shown in the following figure: 

 

Figure 17: Wasserstein distance implementation 
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Chapter 4. Implementation 

4.1 Data pre-processing 

Although the training data set was acquired in 3.2.2, but the original data set exist small number 

of samples and large dimensions problems. If these problems are not solved and used directly in 

the training model, the final effect will be extremely poor. Therefore, I preprocessed the data to 

improve the training effect of the model. In this part, I use PIL (Python Image Library) to pre-

processing the street network samples, PIL includes many basic image processing functions, and 

it supports image storage, display and processing, it is a useful tool in project and I use the 

function of PIL in the following aspects. 

 1. Channel changing: In general, there are three channels for an image, red, green, and blue 

(RGB). However, the grayscale has only one channel and each pixel is represented by a number 

in [0,255] where 0 means black color and 255 means white color. The formal of street networks 

saﾏples is ‘GBA, therefore, I use the Ioﾐ┗ertふけLげぶ fuﾐItioﾐ to Ioﾐ┗ert all iﾏages to gra┞sIale. This 

can remove the color information of the street network samples, reduce the data size, and speed 

up the training speed of the model. 

2.Sample cropping and resize:  In this project, the street sample dimension is 2560x1241. The 

sample cropping can increase the number of the street sample and reduce feature dimension, I 

use two approaches to crop samples: 1. Each sample were divided into five 1215x1215 

dimensional images. 2. Each sample were divided into eight 640x640 dimensional images. Finally, 

I resize the images to 64x64 dimension. Since there will be loss image information in the process 

of down-sampling, so I used LANCZO resampling algorithm which utilizes high-quality LANCZO 

filter to reduce information loss and ensure road connectivity. The data pre-processing code is 

shown in figure 18 and figure 19. 
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Figure18: the process of crop images 

 

Figure 19: the process of resize images 

3. Finally, we transform the image as follows: 
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Figure 20: the process of transform. 

 finally normalize the data to data with a mean value of 0.5 and a variance of 0.5. The image 

data after a transformation is shown in the figure 21. 

 

Figure 21: Image data after conversion 

.4.2 Implementation and result 

In this part, I mainly implement the method mentioned in Chapter 3 and use the collected street 

data set to train the model. First, I needed to select an appropriate deep learning framework, 

and Here I chose Py Torch as the framework for this project because Py torch is a friendly to 

Hegiﾐﾐersげ tool of deep learning, for beginner it is reflected in a low difficulty operation when 
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getting started and it is easier for beginners to implement model algorithms. in addition, Py torch 

is very convenient in code debugging which means Py torch can improve the coding efficiency for 

developers. Secondly, a good device can improve the training speed of the model in this project, 

here I use NVIDIA GeForce RTX 2070super. Finally, I have a total of 15,958 street network sample 

data sets which 3241 training samples are different street networks intercepted from different 

150 cities, in order to prove in the experiment whether the model collapse of traditional DCGAN 

is related to the duplication of the data set. 

First of all, I used 12717 street network samples intercepted from 19 different cities to train the 

DCGAN model. Here I use the BCE loss function. The learning rate uses the Adam optimizer to 

optimize the learning process. The learning rate and beta setting are: lr = 0.0002, betas = 

(0.5,0.999). Then In the deconvolution layer and convolution layer of G and D, I set the same 

kernel size (4, 4), stride (2, 2) and padding (1, 1) and in each convolution/deconvolution layer 

There are BatchNorm2d layer and relu/LeakyRelu layer behind, and the alpha value of the 

LeakyReLu layer is set to 0.2. After setting, I trained for 1200 epochs, and the result is shown in 

figure 22. 
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Figure 22: The result of 1200 epochs 

From the results of 1200 generated pictures, the shape of the road has been more obvious, which 

proves that the model has learned the spatial distribution according to the real data set, but the 

generated pictures have obvious model collapse. Therefore, I will fine-tune the hyperparameters 

and adjust the epoch to 500 times to observe the changes in the loss function of the model.  

 

Figure 23: The result of 500 epochs 

The loss curve of generator and discriminator can be shown in figure 24 and 25: 
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Figure 24: The curve of 500 epochs generator 
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Figure 25: The curve of 500 epochs discriminator 

 

It can be seen that for generator and discriminator, it has converged after 10,000 iterations, but 

for the generated images, there are obvious model collapse and blurry. Here I first consider the 

problem of the data set. For the original data set, since it is a street network sample obtained by 

continuously increasing the latitude and longitude coordinates, so the repetition rate of road 

samples obtained after crop will be higher. Therefore, I re-take different samples from different 
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cities to ensure   training samples are not repeated. I finally used 3241 new road network samples 

to train the model and used the same parameters to train the road network for 1000 epochs. The 

results are shown in Figure 26.  

 

Figure 26: the result of 1000 epochs for new data set. 

It can be seen from Figure 26 that the generated image can show the shape of the street layout. 

However, there will still be obvious mode collapse when choosing a new data set. Therefore, 

after eliminating the data set problem, I use WGAN's Wasserstein loss to train DCGAN and 

remove the Sigmoid layer of the discriminator. I chose Kernel size=5, stride=2, padding=2 in the 

DCGAN model. And for the optimizers of G and D, I set Lr=0.0001, alpha=0.99 for 1000 epochs 

training. 

After 1000 epochs, I sampled the loss of all iterations at intervals of 50, and the loss curve of the 

generator and discriminator results are shown in the following figure: 
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Figure 27: 1000 epochs generator curve of Wgan+DCgan 
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Figure 28: 1000 epochs discriminator curve of Wgan+DCgan 

The generated picture is shown below: 
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Figure 28: the result of 1000 epochs using WGAN+DCGAN 

It can be seen from the generated image that the generated image has no model collapse which 

requires us to measure later. However, judging from the result of the loss function, there are 

oscillations for both the discriminator and generator. Intuitively, the diversity of the generated 

image is much better than the traditional DCGAN.In order to observe the convergence of the 

model loss function more intuitively, I reset 1800 epochs, Although the model is constantly 

converging, the convergence rate is very slow when it reaches a critical point which means that 
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DCGAN+WGAN has the problem of slow convergence, and the result is shown in the following 

figure: 

 

Figure 29: The loss function of D (left) and G (right) in 1800 epochs 

Chapter 5 Analysis 

This chapter mainly introduces the quantitative evaluation and qualitative evaluation of common 

GAN and compares the difference between traditional DCGAN and W-GAN DCGAN model 

through evaluation. This project evaluated 4 characterization methods: Inception score, 

Wasserstein distance (Xu, et al. 2018). 

5.1 Inception score (IS) 

First of all, I test the model IS score which is calculated as follows: 

 

I use the pre-trained vgg11 model to send the generated pictures into the model, and then get a 

1000-dimensional classification vector, The purpose of maximize H(y) is to generate a batch of 

data that approximates to an average distribution to measure whether the model collapses and 

the purpose of minimize H(y∣x) is to prove the image quality. My test is as follows: 
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Figure 30: IS code 

5.2 Wasserstein distance 

Since I already trained a specific discriminator when I trained Wgan, the Wasserstein distance 

between the distribution of real data and the distribution of generated data can be expressed as: 

 

This expression represents the sample approximation of W(Pr,Pf).The result of test are shown 

below: 

Method IS Wasserstein distance 

DCGAN 1.3083 

 

0.817 

 

WGAN+DCGAN 1.4181 

 

0.6557 

 

From the above table, it can be seen that the IS scores of WGAN are significantly better than the 

IS scores of traditional GAN, and combined with the generated images, WGAN solves part of the 

model collapse problem, but from the Wasserstein scores, WGAN and GAN converge more slowly 

after the same epoch, resulting in the distance between distributions is not as good as GAN. 

5.3 Visual evaluation 

This part is mainly concerned with the visual evaluation of generative street samples evaluation, 

the visual evaluation includes street connectivity, street overall clarity and diversity of generative 

street samples. 
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For the traditional DCGAN, it can be seen from Figure 26 and Figure 22 that although there is 

insufficient diversity caused by model collapse, but the clarity of the sample can be better 

reflected. On the one hand, the model can generate clearer lines when there are fewer street 

networks. On the other hand, in a complex road network, the model can learn the spatial 

distribution of real data sets. For connectivity, most road connections can be achieved by 

generating samples. 

For the WGAN+DCGAN, I compared the samples generated by different epochs, and the results 

are shown in Figure 30: 

        

Figure 31: Final result :(a) 500 epochs (b) 1000 epochs (c) 2000 epochs 

 It can be seen from Figure 31 that at 500 epochs, the generated samples have learned the basic 

spatial distribution from the real samples, but there is a problem of missing roads in details, and 

the overall appearance is fuzzy. However, in 1000 epochs and 2000 epochs, the street network 

detail effect has been significantly improved, and the samples generated by 2000 epochs are 

obviously much clearer than the previous samples. For road connectivity, a sample of 2000 

epochs looks more reasonable. Although there is still insufficient performance in details, it also 

proves that as the number of epochs increases, the effect of road generation will get better. This 

model is richer in diversity than traditional DCGAN, mainly because traditional DCGAN has the 

problem of mode collapse. 

Chapter 6 Conclusion and future work 

In conclusion, this project has completed the following tasks. First, designed and implemented a 

street network data collection method. This method is based on the data access interface of 
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Baidu map. The data can be sampled by accessing the custom editor and setting the data 

collection range. This method can be collected on different geographic data, thus solving the 

difficulty of the data set problem. Secondly, through deep model learning and GAN learning, I 

explore and find a reasonable basic framework of Street Layout Synthesis and explained the 

reasons and problems of using this framework, then adjusted the model hyperparameters in the 

experiment and ways to solve the problem. Finally, I make a qualitative and quantitative 

evaluation of the images generated by the model proposed in this project, mainly through the 

conventional GAN test method (Inception score, Wasserstein distance) and subjective visual 

evaluation. 

However, after analyzing many generative results, there are some problems in this model, I found 

that there are still some problems with this model. First of all, the performance of this model is 

not satisfactory when dealing with complex textured street networks. For example, when dealing 

with a complex network map of urban streets, the generated image is a road composed of dense 

pixel distribution, so the rationality of roads in dense road areas cannot be guaranteed. Therefore, 

I think there will be a better model to solve the Street Layout Synthesis problem. In future 

research, I will try to use different GAN methods to solve the above-mentioned problems. In 

terms of road collection, I think the collection methods I use now are still flawed. While this 

method is suitable for beginners, it can be particularly time consuming because of the large 

amount of data acquisition problems involved. For the road network dataset, I think OSMNX on 

open street map is more professional than Baidu map. Therefore, in future research, I will try to 

use more professional map editors and methods to collect map data to avoid duplication 

between data sets. 

Chapter 7 Reflective Learning 

During the process of this project, this research is the most difficult and challenging research I 

have encountered. From the initial learning, I have extremely limited knowledge in the field of 

deep learning, and I need to expand different knowledge to better understand the knowledge 

practical problems. In this process, I need to constantly learn basic knowledge, read field 

literature, and conduct experiments and I not only learned technical knowledge, but also the 
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continuous improvement of project problems and project management. First of all, in the early 

stage of the project, in order to better understand the condition of the project, I learned a lot of 

basic knowledge about deep learning which gave me a basic understanding. However, learning 

basic knowledge cannot complete the project and there are very few existing literatures in Street 

Layout Synthesis, so we cannot make a choice in the first time in terms of selection method. 

Although I have obtained relevant model literature on Street Layout Synthesis with the help of 

my supervisor, it is difficult to reproduce a new model without any reference. I also tried to find 

some codes on GitHub, and the developer explained that the source code cannot be published 

due to company policy which made me lose my ideas. As I continued to study and read the 

literature on deep learning, I gradually began to understand the basic methods of the project. 

With the guidance and encouragement of supervisor, I finally determined the direction of GAN 

to study. During the development process, I continued to learn about GAN include model 

structure, loss function and application aspects of GAN. Although I spent about 2 months in the 

process of learning Py torch and reading literature to find methods, but I can learn more useful 

knowledge to solve the fundamental problems of the project. Since street layout generation 

technology is still an initial stage in deep learning and I am very fond of Grand Theft Auto V 

mentioned in this project, so I am looking forward to making a street generation model in this 

project. I understand the importance of the project development process, I realized that in this 

project I need to build a set of data training own model. This is a huge work for me. Although I 

have achieved success in data set acquisition, it is my first contact with the project, the method 

of intercepting data sets has a large repetition problem which means that my workload would 

increase. In addition, in terms of methods, I realized some good methods or models, such as 

OSMNX or other model at the end of the project. In the development process, in addition to using 

different loss functions, I continued to try the network structure in the experiment. First, I started 

from the foundation of the convolutional 20 network and made a certain number of attempts, 

Secondly, I tried to integrate the LSTM network into GAN to generate pictures, but the results 

were unbelievably bad, so I did not mention it in the report. In addition, in the direction of map 

research, I lacked the knowledge of urban road research which led to many adjustments during 

the experiment were determined based on my intuition. For example, based on combining prior 
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knowledge, I adjusted the learning rate of the model, but these attempts often result in the 

generated pictures that do not belong to the basic shape of the road, and it is only simply 

distributed in space. In future research, I need to understand and learn more existing new GAN 

models, and I also need to expand the map data set to make the data more diverse. Finally, I 

need to learn more about how to use OSMNX. The last point is the adjustment of mentality, In 

the middle of the project, because I can't do the work related to the project, I began to feel 

anxious and nervous. The cause of anxiety comes from the lack of knowledge reserves. I realized 

that when I meet a project in the future, I should be familiar with all kinds of knowledge of the 

project as soon as possible and plan the project time. In addition, it is important to start 

experiments as early as possible that problems can be better identified and solved. 
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Abstract 
With the development of deep learning in various fields, now deep learning has been concerned 

by many people. Although in the field of computer vision and game production, urban street 

network modeling has been a common problem, but few people have used deep neural network 

to generate the urban street layout. Motivated by this requirement, based on the content 

mentioned in the DCGAN and WGAN papers, I implemented an unsupervised learning model. 

After multi-stage debugging and training, the model can capture the content distribution of real 

images and can be applied to urban street networks generation. In addition, I also collected a set 

of urban street network datasets based on this project and allowed the model to learn the 

characteristics of different urban street networks. Finally, in order to make better use the model 

characteristics, I adjusted the model during the experiment and make qualitative and 

quantitative analysis in the project. This paper also discussed some of the current problems and 

future development of the mode.
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Chapter 1 introduction 

Deep learning is a research direction in the field of machine learning. In 2006, Hinton and 

Salakhutdinov (2006) proposed a solution for gradient disappearance. The concept of deep 

learning in this article brought a new wave of deep learning. In 2010, deep neural network (DNN) 

attracted people's attention again with the development of GPU for high performance computing. 

In 2012, Hinton et al used the deep learning Alex Net model in the ImageNet image recognition 

competition to classify the top 5 errors. The rate is reduced to 15% and the GPU is used to 

increase the calculation speed of the model. The re-proposition of DNN has led to the 

development of different fields such as image classification, face recognition (Trigueros et 

al.2018), autonomous driving and other computer vision fields have achieved great success. 

In addition, An AI called AlphaGo was developed by Google and in 2016 it beats many world 

experts in the go field, which also proves that deep learning plays a significant role in different 

areas .However, the achievement of deep learning in the discriminative model is higher than that 

of the generative model, because the discriminative model is actually a two-class or multi-

classification problem like the recognition of cat and dog and the model judges that the output 

result 1 is a cat, and 0 is a dog through a set of pictures about cats or dogs are given. But for 

the generative model, it is quite simple to distinguish between generative image and real image. 

Until 2014, the Generative Adversarial Networks (GANs) proposed by goodfellow et al. have 

completely become a hottest direction of research in deep learning. GAB is consisted of two 

different networks, a generator, and a discriminator. The role of discriminator like a two-

classifier, it is used to determine the probability of input images, if it is real, it will give a high 

score, if it is fake, it will give a low score to input images. For generators, it is usually input a 

random vector (noise) to generate images similar to the real image distribution by constantly 

learning the distribution characteristics of the real image. In fact, this is a process of mutual game, 

the generative images will become increasingly realistic and finally achieve the effect that 

discriminator cannot judge the probability of real and fake. Therefore, after the proposed GAN 

concept, there are more innovative GANs such as BIG GAN, DCGAN, WGAN and so on. However, 



   

 

7 

 

these models require a large number of training datasets. However, in some areas of research, 

there is often no data set for training models that will consume many resources.  

The urban street network reflects a city's overall layout and the level of connection with the 

external space. Therefore, the road network is not only the basic means medium of transport, 

but also has a direct impact on the city's future development plan. The study of urban 

morphology has been the main research direction of urban planning in recent years. At the same 

time, urban street networks have achieved great success in the direction of computer 

graphics, for example, Xiao et al (2009) proposed using the multi-view semantic segmentation 

method to achieve 3D modeling of street shots and it also has particularly beneficial effects in 

terms of games like the well-known game Grand Theft auto produced by Rockstar Games, Los 

Santos is based on the urban street of Los Angeles and San Fierro is based on San Francisco. 

Therefore, the automated generation of high-quality products has become a research direction 

in recent years. Due to the widespread use of deep learning today, this article combines the 

methods of deep learning and Street Layout Synthesis. On the basis of DCGAN, I built a GAN 

model which can automatically generate a city street network given by city street data set, on 

the one hand, it can be satisfied the requirements of street modeling for game, on the other hand, 

it can satisfy the needs of city layout research. This paper is divided in to 7 chapter, the second 

chapter describes the relevant technology of deep learning methods and evaluates the 

advantages and disadvantages of existing reports. The third chapter introduces the current 

problems encountered and describes data set collection method and model structure used in this 

project. The fourth chapter mainly explores and implement model method and attempts to 

problems, finally give the results. In chapter 5, i need to make some qualitative and quantitative 

evaluation of the model. The last two parts are summary of the methods of this project, the 

problems that need to be faced and solved in the future, and personal self-reflection in the 

project.  

The aim of this project is to introduce deep learning technology based on street layout synthesis 

into the field of urban street planning. This project provides an idea and thought for city street 

road network generation planning and game unique style map generation planning. 
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The objectives of this project are: 

a. Collect relevant map data sets from open-source map data sites, it means deep learning 

has extremely high requirements on sample data quantity, not only to ensure the quantity 

of sample data, but also to ensure the quality of sample data. 

b. The sample data need to be preprocessed for training of deep learning network. 

c. builds a deep street network generation model, this model can learn the essential 

characteristics of the input data and generate the street map network based on the 

training samples. 

d. Fix and optimize the model structure and solve the output problem. 

e. Evaluate the deep street network generation model. 

These objectives build the ultimate goal of the project. Objectives c and d are exploratory 

because objectives c and d are implemented and modified on techniques mentioned in previous 

literature and it will update in chapter 3 and chapter 4. 

Chapter2.Related work 

Because of the literature on automatic map generation methods are limited, to better 

understand the problem of the project and the basic conception of the model, this chapter mainly 

introduces deep learning models technique in recent years such as GAN, CNN (Convolutional 

Neural Network), DCGAN and so on, it provides the basis theory of algorithms for establishment 

of the model. 

2.1 Deep Learning  

Deep learning is also called hierarchical learning, which uses multiple nonlinearly transformed 

deep graph models to model the abstract features of the data. Deep learning was called artificial 

neural network (ANN) a long time ago. It was designed with the inspiration of biological brains. 

Although machine learning neural networks will be used to understand the functional structure 

of the brain, it will not be designed to be used as a realistic model. In recent years, the 

development of GPU and big data has promoted deep learning and deep learning is mainly used 
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in natural language processing (NLP), image speech recognition and so on. (Goodfellow, Bengio 

and Courville. 2016) 

2.1.1 Neural Networks 

 Neural network is the most basic part of deep learning. Neuron is the basic calculation unit in 

neural network, a neuron can simulate the calculation process of a nonlinear function hw, b(x) and 

a simple neural network can be represented in Figure 2. 

 

Figure1: The structure of neuron 

 

Figure2: The structure of neural networks 

x represents the input set, w and b are the connection weight value and bias value. The structure 

of neural network can be represented: The element dimension of the input layer is related to the 

characteristics of the input quantity. If the input is a 32*32-pixel grayscale image, then the 

dimension of the input layer is 32*32 = 1024.therefore, the output of the neuron is
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and f is the activation function which is an important 

function to increase the nonlinear component of the network. Activation functions always use 

the sigmoid function, the tanh function and the Relu function. 

2.1.2 Back-Propagation 

In the neural network, the update of the neural network parameters is achieved by using the 

backpropagation algorithm. In general, specify a loss function L (x, y), then convert the 

adjustment of network parameters into a problem of minimizing the loss function. First obtain 

the output of the network through forward propagation method, then calculate the error L of t 

expected output of function, and finally use the chain derivation rule to obtain the partial 

derivative of the weight and bias of the k-1 layer and calculate the new W and b values until 

continue to pass to the input layer. The training process of the neural network is actually to 

continuously perform forward propagation and back propagation before the network 

parameters converge. 

2.2 Convolutional Neural Networks (CNN) 

Convolutional neural network is a feedforward neural network proposed by simple cells, complex 

cells, and receptive field. It is based on the study of the principle of the perception of external 

things by animal visual cells (Hubel and Wiesel 1964). 

1.O'Shea and Nash (2015) point out that the convolutional neural network is actually a traditional 

neural network optimized by the learning of neurons. The only significant difference is that CNN 

is mainly used in internal image pattern recognition, adding local perception, weight sharing, 

multi-core sharing and spatial sampling mechanisms. These features not only speed up training 

speed, but also significantly reduce network parameters, in addition, the convolutional neural 

network has superior performance in learning some large-size images. 

2.There are three types layers about convolutional neural networks: 

a. Convolutional layer: The convolution layer consists of several kernels of convolution to 

calculate different feature maps; the role of the convolutional layer is to use the 

convolution operation to identify the characteristics of the input data, so convolutional 
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layer is also called feature extraction layer. The convolution operation is the process of 

linear filtering on a two-dimensional image, it is using a filter (convolution kernel) by 

calculating the product of the pixel in the receptive field of the filter and the value of the 

corresponding position of the convolution kernel. Finally, add up the results for each 

position, in mathematics, it has been shown (Gu et al 2021) that the feature value zl
i,j,k  

can be calculated by: 

 

Figure3: K means k-th feature map, l means lth layers, i, j means the feature value at location(i,j), w and 

b are the vector and bias of k-th filter and l-th layer. 

b. Pooling layer: The pooling layer performs down sampling on each feature map separately. 

It does not require parameters and is easier to optimize than convolution-based sampling, 

therefore, the pooling layer often follows the convolutional layer. The common pooling 

layer operation is to take the maximum or average value of the convolutional features in 

the pooling field as the feature value after pooling, actually, pooling is to calculate the 

maximum or average value of the unit patch in one or more feature maps. 

c. Fully connected layer: The fully connected layer of CNN is like the arrangement of 

neurons in a traditional neural network and contains direct connections between 

neurons and neurons in two adjacent layers. 

3. Although the convolutional neural network has a particularly beneficial effect in image 

classification, adjusting its parameters requires luck to complete. Therefore, Zeiler et al. (2014) 

proposed a visualization technique to visualize the structure of the entire convolutional neural 

network for improvement (Figure 4) by using the deconvolutional network proposed by Zeiler et 

al (2011) to attach to each convolutional layer. First, the input image is transmitted through the 

network of the convolutional layer to obtain the specific features generated by each layer, then 

the feature map is transmitted as input to the corresponding deconvnet layer, finally, go through 

unpooling, rectify and filter operations. 
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Unpooling: Since the max pooling operation is irreversible, this article uses an approximate 

method to calculate the inverse operation of max pooling: Use the Max locations "Switches" table 

to record the position of each maximum value in the max pooling process. When in the unpooling 

process, mark the maximum value back to the record location, and set the remaining positions 

to 0. it means that recording the position of the maximum value input in the z*z area of each 

pooling operation during the training process. When unpooling, the maximum value can be 

returned to the position where it should be, and the value set 0 for other positions. 

Rectify: In convolutional network, in order to ensure the effectiveness of features, the relu 

nonlinear function is used to ensure that all outputs are non-negative. This rule is still valid during 

the deconvolution process, so the reconstructed signal is passed through a relu function. 

Filtering： The convolutional network uses the learned convolution kernel to convolve with the 

upper layer output to obtain features. In order to realize the inverse process, the deconvolution 

network uses the transpose of the same convolution kernel to carry out the convolution 

operation on the modified feature 

 

Figure4: the structure of deconvnet and convnet. 
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4. Convolutional neural networks were used in the detection and recognition of natural images 

in the 1990s, including face recognition technology (LeCun, Hinton and Bengio. 2015). ConvNets 

achieved surprising results in the ImageNet competition in 2012. The main reason for the success 

was the GPU (Graphics Processing Unit) and a drop out regularization technique to reduce the 

use of overfitting (Srivastava et al. 2014), with the continuous optimization and progress of the 

algorithm, the current convolutional neural network has a significant effect in the image field. 

2.3 Generative Adversarial Nets (GAN) 

 1. Generative Adversarial Nets (GAN) is a model of deep algorithms proposed by Goodfellow et 

al (2016) inspired by game theory and it is considered one of the most groundbreaking 

developments in deep learning. The reason of provide this model is because of the difficulty of 

many probability calculations in the maximum likelihood estimation method and related 

strategies that it has little influence on the deep generative models, it is difficult to use the benefit 

of piecewise linear units in a generative context.  

2. A useful to uﾐderstaﾐd GANげs e┝aﾏple sho┘ that the geﾐerati┗e ﾏodel Iaﾐ He thought of as a 

counterfeiter who needs to fool the police officer (discriminant model) and in this competition 

game improve their identification and manufacturing capabilities until the counterfeit can 

replace the genuine. 

 3.Generative Adversarial Nets consists of a generative network (G) and a discriminative network 

(D). The structure of the generator and discriminator are both multilayer perceptron and the 

generator receives a random noise variable pz (z) then generate an image G (z; θg) (It actually 

maps to a differentiable function G with parameters θg). the output of D (x; θd) is a scalar, it is 

represented that the probability of x from real data rather than generating data. So, the objective 

function of GAN and relational graph can be represented by: 

 

Figure4：the objective function of GAN. Source: Generative Adversarial (2014) 
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Figure5: relational graph of GAN. Source: Generative Adversarial (2014) 

4. In figure 4, there are two perspectives to understand the function. From the perspective of 

discriminator D, training D can maximum distinguish between real samples and fake samples, 

therefore, the number of D(X) will be as large as possible, and the value of D(G(z)) will become 

small, so V (D, G) will become larger. From the perspective of generator(G), generator job is to 

cheat the discriminator into "attaching" the correct label to the image generated by the 

generator, so G need D(G(z)) to be as large as possible, then V (D, G) will do the same thing. 

5. In figure 5, the black curve is the probability distribution function of the real sample, the green 

curve is the distribution function of generator, and the blue curve is the output of the 

discriminator D. The bottom parallel is the noise sampling region z and maps to x which imposes 

a non-uniform distribution on the changed sample. At the beginning of a, although G (z) and x 

are characteristic in the same space, their distributions are quite different, therefore, 

discriminator D can easily distinguish generator G and real sample. However, with the progress 

of training, the distribution of false samples gradually overlapped with the real samples((b), (c)). 

Finally, the black line and the green line almost coincide where the discriminator D will output 

0.5 for any sample (d). 

6. Generative adversarial networks introduce the idea of adversarial into deep learning; in theory, 

generating adversarial network frameworks can train any kind of generator network and in 

contrast to the depth Boltzmann machine proposed by Hinton (Hinton and Salakhutdinov 2009). 

It does not need to repeatedly apply Markov chain operator which means GAN sample can be 

generated at once and there are no complex partition functions in GAN. However, on the one 

hand, the generative network and discriminant network of GAN are realized by neural network. 
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However, Nash equilibrium can be guaranteed only under convex function in gradient descent 

calculation, and it will lead to GAN model may not be able to achieve Nash equilibrium. On the 

other hand, due to the uncertainty and randomness of the GAN model, so there is uncertainty in 

terms of generating content which leads to increased uncertainty in street map automation 

generation. Finally, GAN has no loss function, it is difficult to know the training progress, 

Eventually the model may be collapse. 

 

2.4 Deep Convolutional Generative Adversarial Networks (DCGAN) 

the conception of deep convolutional generative adversarial networks (DCGAN) is a new model 

proposed by Metz, Radford and Chintala (2016) based on GANs (Goodfellow et al.2016) and 

combined with deep convolutional neural network. Metz et al (2016) believe that GAN is unstable 

and uncontrollable during training which will lead to a GAN model cannot achieved expected 

result. 

 In fact, DCGAN can still be regarded as GAN, but DCGAN combines the characteristics of 

Convolutional neural network (CNN), it has improved in the following ways: 

1. DCGAN uses the conception proposed by the all-convolutional network (Springenberg et 

al.2015) which use fractional stride to replace the space polling in generator and 

discriminator use stride convolutions to replace the pooling layer, then the network can 

learn the down sampling by itself, Metz et al apply this method to both generator and 

discriminator that can sample in own space. 

2. DCGAN removes the fully-connection layer then uses global average pooling to replace it. 

The advantage is that although the global average pooling can improve the stability of the 

model, the convergence speed is lower than the original. 

3. Batch normalization plays a significant role in accelerating learning speed and 

convergence of the model by changing the input for each layer to zero mean and unit 

standard deviation (in fact, it needs shift and scale) (Ioffe et al.2015). This has proven to 

be a particularly important way to accelerate convergence and slow down overfitting in 

deep learning, it can help with training difficulties caused by improper initialization. 
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However, if batch normalization is directly use to all layers, then the sample will oscillate 

and be unstable. Therefore, batch normalization is only used for the input layer of the 

discriminator and the output layer of the generator. 

4. Activation functions use Tanh functions only on the generator's output layer, and ReLu 

(Rectified Linear Unit) functions on each generator layer. For discriminator, all layers use 

LeakyReLu function. 

 

Figure 6: the network structure of DCGAN 

 DCGAN performs well in the latent space. Adding or deleting objects in the image shows that the 

DCGAN model is already learning relevant and interesting expressions. In addition, based on the 

CNN model proposed by Zeiler et al (2014), which has immensely powerful learning features on 

large image data, the DCGAN model can also perform well on discriminator through the guided 

direction propagation method. The DCGAN model has done experiments in the classic example 

vector("King")-vector("Man") + vector("Woman") of processing human faces and achieved 

satisfactory results, but if operating on a single sample, the result will be unstable and if Z vector 

using an average of 3 samples to operate, the result will be good and stable. Experiments also 

show that face pose also meets similar linear properties in Z space. 

Although the DCGAN model is more stable than the GAN model, the DCGAN model will cause 

some filters to collapse and oscillate with the increase of training time. But there is no denying 

that DCGAN has brought people a new direction of research. A project enabled SRGAN to obtain 

guidelines for using DCGAN in ultra-high-resolution images by defining a perceptual loss function. 

(Ledig et al. 2016). 
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2.5 Wasserstein GAN 

Wasserstein GAN (WGAN) was proposed by Arjovsky et al. (2017). It is used to solve the problem 

of instability in GAN training 

This article is mainly studying the learning probability distribution in unsupervised learning. 

Instead of defining the density (Pθ)θ∈R
d , the previous GAN and VAE usually define a random 

variable z, which itself has a fixed distribution and then passes A parameter function gθ: )→X 

 (Usually some kind of neural network) which can directly generate samples that follow a specific 

distribution P θ, this distribution can be changed to make it closer to the real data distribution by 

Ihaﾐgiﾐg θ. The paper poiﾐts out that GAN pro┗ides greater fle┝iHilit┞ iﾐ the defiﾐitioﾐ of 

objective functions, but the instability and vulnerability of training GAN are well known. 

Therefore, Arjovsky et al. constructed a continuous loss function. If such a continuous loss 

function exists, it also maps the continuity of the two spaces and defines a form of GAN called 

Wasserstein-GAN which minimizes the reasonable and effective approximation of the earth-

mover distance (EM), and theoretically proves that the corresponding optimization problem is 

reasonable. The author provides EM to replace the JS-divergence in original GAN. 

 

Figure7: The Earth-mover distance 

Intuitively, the formula can be understood as the "consumption" required to move Pr to Pg by 

referring to "sand" in rR path planning. W (Pr, Pg) is called the minimum consumption under the 

optimal path plan. EM distance can represent the distance between two distributions, although 

these distributions do not overlap. The Wasserstein distance can still reflect the distance of two 

distributions. This is where the Wasserstein distance is great in comparing KL divergence and JS 

divergence. 

WGAN has made the following improvements in the original GAN algorithm flow： 

1.The last layer of discriminator removes the Sigmoid activate function. 
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2.The loss of G and D does not take logarithms. 

3. The absolute value obtained after updating the parameters of the discriminator is truncated 

to no more than a fixed constant c. 

4.Cannot use momentum-based optimization algorithms like Adam, RMSProp and SGD 

(Stochastic Gradient Descent) can recommend using in this paper. 

 

Figue8: The Algorithm of WGAN. 

The author conducted experiments on image generation through the Wasserstein-GAN algorithm 

and used the loss metric to repeatedly verify, finally proved that WGAN solves the main training 

problem of GAN. It is not necessary to keep the balance of generator and discriminator and 

design complex network architecture when training WGAN and it can continuously estimate the 

EM distance ability by training the discriminator to the optimal state. However, high learning 

rates and the use of momentum-based optimizers will make WGAN training unstable because 

critic losses are not stationary, so further research is needed in the future. 
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2.6 Introduce other information 

2.6.1 Urban morphology 

Moosavi (2017) introduced that different city have different urban layouts and the potential 

formation of cities needs to change over time. In urban quantitative research, Boeing (2017) 

mentioned the main limitations in quantitative research: 1, small sample size, 2. Network 

oversimplification, 3. Reproducibility difficulties and lack of tools to use. At the same time, the 

current quantitative method is too simple. 

Moosavi (2017) uses open street maps to collect resources in different cities, builds an 

unsupervised learning task through machine learning for feature learning, and finally recognizes 

urban patterns based on spatial forms and supervised learning. First, use the open street map to 

collect urban roads, and collect a single-channel image of 2400x2400x1, then preprocess the 

image and crop it to 256x256x1. The commonly used method for unlabeled data sets is the 

autoencoder (AE) network. The AE network is an unsupervised feature learning algorithm 

proposed by Hinton and Salakhutdinov (2006). the goal of autoencoder is to learn an identity 

function hW,B(x)≈x and make the network input as close to the output as possible, AE can better 

explore the internal structure of the data by limiting the number of neurons implicit in the 

autoencoder. However, the effect of the convolutional autoencoder in processing high-

dimensional images will be better. Convolutional autoencoder combines the characteristics of 

the kernel of convolution in convolution on autoencoder architecture. The fully connected layer 

of the traditional autoencoder will lose spatial information, but the convolutional autoencoder 

can well retain the spatial information of the two-dimensional signal. 

The use of global map data sets such as OSM supplies new opportunities to study the 

development patterns of cities around the world, however, the processing of large data sets 

resulted in a lack of processing consistency and an easy-to-use research tool. Machine learning 

played a significant role in this project. It served as a "mediator" to realize the potential for urban 

morphology research. 



   

 

20 

 

Chapter3.Methodology 

The main content of this chapter is the description of the problems in this project and the 

proposed solutions. The problem description and the solutions come from the problem of street 

generation. 

3.1 Problem statement 

As mentioned in chapter 2, before starting the project, the following aspects need to be 

considered: 

1. A basic idea of the frame structure of Generative Adversarial Nets (GAN): Compared with other 

generative models, the advantage of GAN is that GAN does not require a hypothetical data 

distribution, which means that it does not need to formulate p(x), but uses a distribution to 

directly sample, so that the model can truly achieve theoretically complete Close to real data. 

However, the downside of this method, which does not need to pre-modeling, because GAN 

training is too free. For larger pictures and more pixels, GAN-based methods will show 

uncontrollability, which will make GAN difficult to train. Although generating adversarial 

networks have a significant impact on image generation, it takes a lot of time and computer 

resources that prevent the development of GAN. 

2. Since deep models are mainly used for feature learning in high-dimensional spaces, the training 

effect can be achieved when the number of samples is sufficient to better train the deep model. 

Therefore, using a small number of samples used or lack of diversity can easily lead to problems 

like overfitting and model collapse in the deep model, street generation contains various road 

information, the feature dimension of the data is high. For the model to better generate street 

network data, it is necessary to provide enough city street network samples. In addition, how to 

obtain a large number of urban road samples has become a problem in this study. It is necessary 

to consider the selection of data sources and the sampling range of urban street network samples. 
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3.2 Approach 

In this part, we mainly introduce the specific implementation method of urban street network 

generation and analyze the methods adopted in the literature based on the existing papers, and 

finally show the research results of street network generation. 

3.2.1 Choose the relevant platform 

This part is aimed at the data requirements for the street network, and focuses on the 

rationalization of data collection plans, it includes determining the scope of data collection and 

the platform for acquisition. Due to the Internet, large data are becoming mainstream. There are 

large amounts of data generated platform for researchers to research, Since the deep model is 

generally used for learning in high-latitude space, so the deep model needs to have a sufficient 

number of samples to better fit the real data. In this project, the city street data required for the 

street generation model contains a lot of rich information. In order to better train the model, a 

sufficient number of urban street samples is necessary. 

In this project, I use the Baidu map platform for the road samples acquisition platform. There are 

several advantages to using Baidu map platform: 

1. The Baidu map platform s free to use and it has global geographic data that can satisfy of data 

samples from urban road networks for this research 

2. The Baidu map platform is launched for developers based on Baidu which includes platform-

level services such as personalized map editing, map visualization, web service API (Application 

Program Interface) and other functions for developers to use.  

3.The Baidu map platform provides many humanized functional designs such as online 

personalized editor that allows developers to adjust the style of the map and customize data 

template according to the needs of the project, this means that developers can be more 

convenient to do research on the map. For the perspective of the project, the personalized editor 

can filter out many unnecessary elements. 
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4.The Baidu map platform supplies a variety of data access interfaces; it has detailed tutorial 

documents for developers to use which means developers can use related features better 

according to the tutorial. 

3.2.2 Collection of road network samples 

1. Apply for the API key  

First of all, before obtaining the road network data set for free through the Baidu map platform, 

developers must apply for a key before they can use the API interface to access the data. This is 

a security authentication mechanism by Baidu Maps platform for all developers. Developers need 

to fill in the application name, application type, service activation and other settings to get a 32-

bit development password (like fiGDKxUkiWPHlfWrO3M0V1Dm7IeKncUS). Finally, when 

developers load the map source data, you need to input the developer's application key as the 

authentication parameter of Baidu Map platform API. For developers, identity security 

verification allows developers to effectively protect their privacy and production results when 

using the platform. 

2. User-defined map editing 

After the developer obtains the API key, the personalized map application can be used through 

the service platform. There are four elements when using the map data in platform: map 

backgrounds, road setting, interest points (signature locations such as airports, medical 

treatments, hotels, restaurants, etc.) and administrative annotation, then each item holds 

different objects of mapping modification. This setting makes it easier for beginners to obtain 

map data sources and editing; in addition, there are lots of background styles to give developers 

to design their map. The map editor can not only customize the configuration of various elements, 

but also change the layer and geometry properties, road width, color saturation to adjust. 

In deep learning, information is processed hierarchically, and pixels are the most basic feature in 

this area. For the research, street information features play a particularly significant role in model, 

in order to achieve street generation network training effect, the following requirements need 

to be satisfied: 1. The training sample only saves street network related information. According 

to the requirements of the research, I chose to keep the information of urban main roads, land, 
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ordinary roads and highways, and other road network information should be removed such as 

railways, subways, internal roads, etc. In addition, to reduce the burden of the model, all text 

information from the street network must be removed. 2. Set the land pixel value to 0(black) and 

the street pixel value to 255 and the image as shown in Figure 9. After adding the rule, the 

platform will automatically generate a JSON code to describe the content set by the developer 

(Figure 10). 

 

Figure9: The effect of setting conditions 
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Figure 10: Define sample style JSON code 

3. Load User-defined maps using JavaScript API 

After obtaining the JSON code, I use the JavaScript API to load the customized road network data 

into the browser. Here I use the Hbuilder to implement the code (Figure 11). Line 21 means that 

the developer can change the coordinates of the geographical location to get street information. 

This method helps us to choose the different city streets network. Line 23 indicates that road 

network shape is determined by road network zoom level. In this research, the reason why I set 

the zoom ratio to 14 is that it will pay too much attention to the details of the road if the map is 

set too large, and if it is too small, it will affect the number of samples generated and the model's 

demand for data. 
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Figure 11: load the data to internet 

4.  Screenshots 

In this part, although self-defined street data can be presented in browser, the street data loaded 

by the browser is vector data which needs to be rasterized into raster images of the street 

network. So, I use a Chrome extension tool Ialled さGOfullpageざ, it can take screenshots of street 

maps with existing coordinates and save in PNG format. Therefore, I designed a collection scheme 

of street network samples through previous operations, and then used Gofullpage to capture 

urban streets by constantly changing coordinates. Finally, the data set for training is obtained 

(Figure 12).  
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Figure 12: Street network sample collection process. 

3.2.3 The architecture of model 

The goal of this part is to build a street generation network model. On the one hand, I hope the 

GAN model can be effective in image generation. On the other hand, I realize that convolutional 

neural networks have great advantages in image processing. Therefore, this project is mainly 

based on the DCGAN proposed by Raford et al (2016) as basic model to generate diverse urban 

street images.  

The structure of DCGAN model can be represented by figure 13 and figure 14. For generator, I 

will input a 100-dimensional noise Z, and pass a fully connected layer and 4 deconvolution layers, 

finally output a generation of [1, 64, 64] dimensional samples.  The Batch Normalization 

operation and the ReLu activation function are performed after the first linear layer and the first 

three convolutional layers, and the Tanh activation function is added to the last convolutional 

layer. As mentioned in Chapter 2, using the Relu activation function can strengthen the learning 

ability of the network and increase the speed of calculation, the Tanh function will make the 

output result between [-1, 1]. For the discriminator, the discriminator is a binary classification 

used to determine whether the image is true or false. The input of the discriminator is 1x64x64 

samples then passing through the convolutional layer, the BN layer, and the LeakyRelu layer. In 

the DCGAN paper, it is mentioned that the use convolutional layer can down sampling better, the 

LeakyRelu layer can make the gradient propagation more efficient. Finally, the discriminator will 

judge the probability of generative images. Moreover, Batch normalization is an algorithm 
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described by Ioffe et al (2015). it can reduce gradient disappearance and speed up convergence 

during DCGAN training, but there is still no helpful solution to model collapse. 

 

Figure 13: The generator network structure 
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Figure 14: The discriminator network structure 

3.2.4 Loss Function and optimizers 

On the one hand, in traditional GAN, the loss of GAN is actually a mutual game of maximum and minimum 

values, so the binary cross entropy in the GAN paper is used in the DCGAN model which is used to record 

the loss of G and D by defining true labels and fake labels. In addition, Radford et al (2016) suggested 

that G and D both are use Adam optimizers. On the other hand, I use Wasserstein distance to 

calculate the distance between two distributions and I use RMSprop optimizer to W-GAN 

+DCGAN.However, if the loss function of WGAN is used, the sigmoid function needs to be 

removed. 

 

1. When using traditional GAN for training, we use DCGAN as the part of the model generation, 

The loss function becomes the cross-entropy loss function of the two classifications. But different 
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from the traditional sorting task, we need to use gradient ascent for training because this will 

make the discriminator unable to separate the real data and the generated data so as to achieve 

the fake replace real. In the specific implementation, we define the following loss functions for 

the generator and discriminator: 

 

Figure 15: The loss function of generator 

Figure 15 is the loss function of the generator. I minimize the binary cross-entropy function of 

the generated data between the output distribution of the discriminator and the real data 

distribution is means that let the discriminator not correctly distinguish the difference between 

the real data and the generated data next time, finally, define the discriminator The loss function 

is shown in Figure 16: 

 

Figure 16: The loss function of discriminator 

The loss function of the discriminator allows the discriminator to correctly separate the 

generated data and the fake data. This can fight against the loss of the generator then the 

generator has to generate more realistic images in order to deceive the discriminator. 

2. For WGAN, my optimization is Wasserstein distance, but Wasserstein distances are actually 

difficult to calculate. The author uses the clip parameter method to approximate the calculation 

conditions, so the Wasserstein distance can be implemented as shown in the following figure: 

 

Figure 17: Wasserstein distance implementation 
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Chapter 4. Implementation 

4.1 Data pre-processing 

Although the training data set was acquired in 3.2.2, but the original data set exist small number 

of samples and large dimensions problems. If these problems are not solved and used directly in 

the training model, the final effect will be extremely poor. Therefore, I preprocessed the data to 

improve the training effect of the model. In this part, I use PIL (Python Image Library) to pre-

processing the street network samples, PIL includes many basic image processing functions, and 

it supports image storage, display and processing, it is a useful tool in project and I use the 

function of PIL in the following aspects. 

 1. Channel changing: In general, there are three channels for an image, red, green, and blue 

(RGB). However, the grayscale has only one channel and each pixel is represented by a number 

in [0,255] where 0 means black color and 255 means white color. The formal of street networks 

saﾏples is ‘GBA, therefore, I use the Ioﾐ┗ertふけLげぶ fuﾐItioﾐ to Ioﾐ┗ert all iﾏages to gra┞sIale. This 

can remove the color information of the street network samples, reduce the data size, and speed 

up the training speed of the model. 

2.Sample cropping and resize:  In this project, the street sample dimension is 2560x1241. The 

sample cropping can increase the number of the street sample and reduce feature dimension, I 

use two approaches to crop samples: 1. Each sample were divided into five 1215x1215 

dimensional images. 2. Each sample were divided into eight 640x640 dimensional images. Finally, 

I resize the images to 64x64 dimension. Since there will be loss image information in the process 

of down-sampling, so I used LANCZO resampling algorithm which utilizes high-quality LANCZO 

filter to reduce information loss and ensure road connectivity. The data pre-processing code is 

shown in figure 18 and figure 19. 
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Figure18: the process of crop images 

 

Figure 19: the process of resize images 

3. Finally, we transform the image as follows: 
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Figure 20: the process of transform. 

 finally normalize the data to data with a mean value of 0.5 and a variance of 0.5. The image 

data after a transformation is shown in the figure 21. 

 

Figure 21: Image data after conversion 

.4.2 Implementation and result 

In this part, I mainly implement the method mentioned in Chapter 3 and use the collected street 

data set to train the model. First, I needed to select an appropriate deep learning framework, 

and Here I chose Py Torch as the framework for this project because Py torch is a friendly to 

Hegiﾐﾐersげ tool of deep learning, for beginner it is reflected in a low difficulty operation when 
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getting started and it is easier for beginners to implement model algorithms. in addition, Py torch 

is very convenient in code debugging which means Py torch can improve the coding efficiency for 

developers. Secondly, a good device can improve the training speed of the model in this project, 

here I use NVIDIA GeForce RTX 2070super. Finally, I have a total of 15,958 street network sample 

data sets which 3241 training samples are different street networks intercepted from different 

150 cities, in order to prove in the experiment whether the model collapse of traditional DCGAN 

is related to the duplication of the data set. 

First of all, I used 12717 street network samples intercepted from 19 different cities to train the 

DCGAN model. Here I use the BCE loss function. The learning rate uses the Adam optimizer to 

optimize the learning process. The learning rate and beta setting are: lr = 0.0002, betas = 

(0.5,0.999). Then In the deconvolution layer and convolution layer of G and D, I set the same 

kernel size (4, 4), stride (2, 2) and padding (1, 1) and in each convolution/deconvolution layer 

There are BatchNorm2d layer and relu/LeakyRelu layer behind, and the alpha value of the 

LeakyReLu layer is set to 0.2. After setting, I trained for 1200 epochs, and the result is shown in 

figure 22. 
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Figure 22: The result of 1200 epochs 

From the results of 1200 generated pictures, the shape of the road has been more obvious, which 

proves that the model has learned the spatial distribution according to the real data set, but the 

generated pictures have obvious model collapse. Therefore, I will fine-tune the hyperparameters 

and adjust the epoch to 500 times to observe the changes in the loss function of the model.  

 

Figure 23: The result of 500 epochs 

The loss curve of generator and discriminator can be shown in figure 24 and 25: 
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Figure 24: The curve of 500 epochs generator 
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Figure 25: The curve of 500 epochs discriminator 

 

It can be seen that for generator and discriminator, it has converged after 10,000 iterations, but 

for the generated images, there are obvious model collapse and blurry. Here I first consider the 

problem of the data set. For the original data set, since it is a street network sample obtained by 

continuously increasing the latitude and longitude coordinates, so the repetition rate of road 

samples obtained after crop will be higher. Therefore, I re-take different samples from different 
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cities to ensure   training samples are not repeated. I finally used 3241 new road network samples 

to train the model and used the same parameters to train the road network for 1000 epochs. The 

results are shown in Figure 26.  

 

Figure 26: the result of 1000 epochs for new data set. 

It can be seen from Figure 26 that the generated image can show the shape of the street layout. 

However, there will still be obvious mode collapse when choosing a new data set. Therefore, 

after eliminating the data set problem, I use WGAN's Wasserstein loss to train DCGAN and 

remove the Sigmoid layer of the discriminator. I chose Kernel size=5, stride=2, padding=2 in the 

DCGAN model. And for the optimizers of G and D, I set Lr=0.0001, alpha=0.99 for 1000 epochs 

training. 

After 1000 epochs, I sampled the loss of all iterations at intervals of 50, and the loss curve of the 

generator and discriminator results are shown in the following figure: 
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Figure 27: 1000 epochs generator curve of Wgan+DCgan 
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Figure 28: 1000 epochs discriminator curve of Wgan+DCgan 

The generated picture is shown below: 
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Figure 28: the result of 1000 epochs using WGAN+DCGAN 

It can be seen from the generated image that the generated image has no model collapse which 

requires us to measure later. However, judging from the result of the loss function, there are 

oscillations for both the discriminator and generator. Intuitively, the diversity of the generated 

image is much better than the traditional DCGAN.In order to observe the convergence of the 

model loss function more intuitively, I reset 1800 epochs, Although the model is constantly 

converging, the convergence rate is very slow when it reaches a critical point which means that 
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DCGAN+WGAN has the problem of slow convergence, and the result is shown in the following 

figure: 

 

Figure 29: The loss function of D (left) and G (right) in 1800 epochs 

Chapter 5 Analysis 

This chapter mainly introduces the quantitative evaluation and qualitative evaluation of common 

GAN and compares the difference between traditional DCGAN and W-GAN DCGAN model 

through evaluation. This project evaluated 4 characterization methods: Inception score, 

Wasserstein distance (Xu, et al. 2018). 

5.1 Inception score (IS) 

First of all, I test the model IS score which is calculated as follows: 

 

I use the pre-trained vgg11 model to send the generated pictures into the model, and then get a 

1000-dimensional classification vector, The purpose of maximize H(y) is to generate a batch of 

data that approximates to an average distribution to measure whether the model collapses and 

the purpose of minimize H(y∣x) is to prove the image quality. My test is as follows: 
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Figure 30: IS code 

5.2 Wasserstein distance 

Since I already trained a specific discriminator when I trained Wgan, the Wasserstein distance 

between the distribution of real data and the distribution of generated data can be expressed as: 

 

This expression represents the sample approximation of W(Pr,Pf).The result of test are shown 

below: 

Method IS Wasserstein distance 

DCGAN 1.3083 

 

0.817 

 

WGAN+DCGAN 1.4181 

 

0.6557 

 

From the above table, it can be seen that the IS scores of WGAN are significantly better than the 

IS scores of traditional GAN, and combined with the generated images, WGAN solves part of the 

model collapse problem, but from the Wasserstein scores, WGAN and GAN converge more slowly 

after the same epoch, resulting in the distance between distributions is not as good as GAN. 

5.3 Visual evaluation 

This part is mainly concerned with the visual evaluation of generative street samples evaluation, 

the visual evaluation includes street connectivity, street overall clarity and diversity of generative 

street samples. 
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For the traditional DCGAN, it can be seen from Figure 26 and Figure 22 that although there is 

insufficient diversity caused by model collapse, but the clarity of the sample can be better 

reflected. On the one hand, the model can generate clearer lines when there are fewer street 

networks. On the other hand, in a complex road network, the model can learn the spatial 

distribution of real data sets. For connectivity, most road connections can be achieved by 

generating samples. 

For the WGAN+DCGAN, I compared the samples generated by different epochs, and the results 

are shown in Figure 30: 

        

Figure 31: Final result :(a) 500 epochs (b) 1000 epochs (c) 2000 epochs 

 It can be seen from Figure 31 that at 500 epochs, the generated samples have learned the basic 

spatial distribution from the real samples, but there is a problem of missing roads in details, and 

the overall appearance is fuzzy. However, in 1000 epochs and 2000 epochs, the street network 

detail effect has been significantly improved, and the samples generated by 2000 epochs are 

obviously much clearer than the previous samples. For road connectivity, a sample of 2000 

epochs looks more reasonable. Although there is still insufficient performance in details, it also 

proves that as the number of epochs increases, the effect of road generation will get better. This 

model is richer in diversity than traditional DCGAN, mainly because traditional DCGAN has the 

problem of mode collapse. 

Chapter 6 Conclusion and future work 

In conclusion, this project has completed the following tasks. First, designed and implemented a 

street network data collection method. This method is based on the data access interface of 
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Baidu map. The data can be sampled by accessing the custom editor and setting the data 

collection range. This method can be collected on different geographic data, thus solving the 

difficulty of the data set problem. Secondly, through deep model learning and GAN learning, I 

explore and find a reasonable basic framework of Street Layout Synthesis and explained the 

reasons and problems of using this framework, then adjusted the model hyperparameters in the 

experiment and ways to solve the problem. Finally, I make a qualitative and quantitative 

evaluation of the images generated by the model proposed in this project, mainly through the 

conventional GAN test method (Inception score, Wasserstein distance) and subjective visual 

evaluation. 

However, after analyzing many generative results, there are some problems in this model, I found 

that there are still some problems with this model. First of all, the performance of this model is 

not satisfactory when dealing with complex textured street networks. For example, when dealing 

with a complex network map of urban streets, the generated image is a road composed of dense 

pixel distribution, so the rationality of roads in dense road areas cannot be guaranteed. Therefore, 

I think there will be a better model to solve the Street Layout Synthesis problem. In future 

research, I will try to use different GAN methods to solve the above-mentioned problems. In 

terms of road collection, I think the collection methods I use now are still flawed. While this 

method is suitable for beginners, it can be particularly time consuming because of the large 

amount of data acquisition problems involved. For the road network dataset, I think OSMNX on 

open street map is more professional than Baidu map. Therefore, in future research, I will try to 

use more professional map editors and methods to collect map data to avoid duplication 

between data sets. 

Chapter 7 Reflective Learning 

During the process of this project, this research is the most difficult and challenging research I 

have encountered. From the initial learning, I have extremely limited knowledge in the field of 

deep learning, and I need to expand different knowledge to better understand the knowledge 

practical problems. In this process, I need to constantly learn basic knowledge, read field 

literature, and conduct experiments and I not only learned technical knowledge, but also the 
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continuous improvement of project problems and project management. First of all, in the early 

stage of the project, in order to better understand the condition of the project, I learned a lot of 

basic knowledge about deep learning which gave me a basic understanding. However, learning 

basic knowledge cannot complete the project and there are very few existing literatures in Street 

Layout Synthesis, so we cannot make a choice in the first time in terms of selection method. 

Although I have obtained relevant model literature on Street Layout Synthesis with the help of 

my supervisor, it is difficult to reproduce a new model without any reference. I also tried to find 

some codes on GitHub, and the developer explained that the source code cannot be published 

due to company policy which made me lose my ideas. As I continued to study and read the 

literature on deep learning, I gradually began to understand the basic methods of the project. 

With the guidance and encouragement of supervisor, I finally determined the direction of GAN 

to study. During the development process, I continued to learn about GAN include model 

structure, loss function and application aspects of GAN. Although I spent about 2 months in the 

process of learning Py torch and reading literature to find methods, but I can learn more useful 

knowledge to solve the fundamental problems of the project. Since street layout generation 

technology is still an initial stage in deep learning and I am very fond of Grand Theft Auto V 

mentioned in this project, so I am looking forward to making a street generation model in this 

project. I understand the importance of the project development process, I realized that in this 

project I need to build a set of data training own model. This is a huge work for me. Although I 

have achieved success in data set acquisition, it is my first contact with the project, the method 

of intercepting data sets has a large repetition problem which means that my workload would 

increase. In addition, in terms of methods, I realized some good methods or models, such as 

OSMNX or other model at the end of the project. In the development process, in addition to using 

different loss functions, I continued to try the network structure in the experiment. First, I started 

from the foundation of the convolutional 20 network and made a certain number of attempts, 

Secondly, I tried to integrate the LSTM network into GAN to generate pictures, but the results 

were unbelievably bad, so I did not mention it in the report. In addition, in the direction of map 

research, I lacked the knowledge of urban road research which led to many adjustments during 

the experiment were determined based on my intuition. For example, based on combining prior 
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knowledge, I adjusted the learning rate of the model, but these attempts often result in the 

generated pictures that do not belong to the basic shape of the road, and it is only simply 

distributed in space. In future research, I need to understand and learn more existing new GAN 

models, and I also need to expand the map data set to make the data more diverse. Finally, I 

need to learn more about how to use OSMNX. The last point is the adjustment of mentality, In 

the middle of the project, because I can't do the work related to the project, I began to feel 

anxious and nervous. The cause of anxiety comes from the lack of knowledge reserves. I realized 

that when I meet a project in the future, I should be familiar with all kinds of knowledge of the 

project as soon as possible and plan the project time. In addition, it is important to start 

experiments as early as possible that problems can be better identified and solved. 
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