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Abstract 

Online web forums such as, social media networks provide new community-based freedom 

for the public to interact, share and engage with each other. These platforms involve data 

related to various fields, such as business, agriculture, medical, security education, etc. Online 

educational platforms enable their users to ask questions related to particular topics, and a 

number of users respond to these questions. One example of these platforms is 

StackExchange, which is an online question-and-answer web portal, which enables users to 

ask and answer any questions related to diverse fields. Due to these services, StackExchange 

continuously faces the serious threat of spammers, which abuse the services offered by the 

platform. Consequently, they cause inconvenience for the authentic users by posting 

misleading content, spreading chaos in the community, initiating negative and meaningless 

arguments, and reducing the page ranking of the StackExchange website. The existing 

detection system of spam posts at StackExchange integrates real-time detection of spam 

using regular expressions, known as spam patterns and other heuristics. However, it costs 

more computational power and is time-consuming. Therefore, this scenario demands an 

efficient and reliable spam detection system to identify spam posts on StackExchange, which 

is cost-effective and less time-consuming. In this consideration, this research study proposes 

a Machine Learning (ML) based system, which detects spam questions in an effective and 

accurate manner. The proposed system involves various ML models for the classification of 

users’ questions as spam or ham (i.e., not spam). Evaluation of the proposed approach is 

carried out by using the StackExchange dataset, which contains users’ questions records 

posted on StackExchange. Comparison of the proposed approach with a variety of ML models 

combined with three feature extraction techniques including Bag of Words (BoW), Term 

Frequency Inverse Document Frequency (TF-IDF), and Word2vec, shows that the proposed 

model outperformed the state-of-the-art ML models with the highest accuracy score of 84%.  
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Chapter 1 

Introduction 

 

Nowadays, computing technologies serve in every field of human life, such as business, 

agriculture, medical, security, education, etc. Especially in the education sector, computers 

are being involved at a massive scale. As a result, computers are doing a significant job in 

various research areas, distance education, and many other education-related fields. Due to 

the advent of high-speed networks, Internet access, and online platforms and tools, anyone 

can learn at home by accessing these platforms, irrespective of their physical location.  In 

particular, for Computer Science students, there are many programming platforms where they 

can acquire help, such as stack overflow, stack exchange, w3school, etc. These platforms 

contain plenty of free or paid content for students' help and supervision. Among them, Stack 

Exchange is one of the most prominent platforms for accurate solutions to various 

programming problems. 

1.1 Stack Exchange  

Due to the recent advancements in Internet computing and the great success of social media 

websites, the Internet is exploded with a vast number and variety of text content. During the 

past decade, searching for appropriate answers to any queries and content directly through 

search engines and the web has been trending. Hence, Internet users can now discover 

answers related to a particular query within any domain e.g., mathematics, science, politics, 

and programming etc. On various websites including Quora, Stack Overflow, or other Stack 

Exchange sites like Brilliant.org (Convertino et al., 2017). These websites engage a large 

number of experts successfully and have become the leading platforms for solving problems 

related to any specialized domain (Vasilescu et al., 2014). Among these websites, 

StackExchange is a growing platform involving a user-generated assortment of questions and 

answers, which are usually created, organized, and edited by the users. At its inception, the 

platform began with Stack Overflow, which is a website for the computer programming 

community only. However, now Stack Exchange ecosystem has a diverse set of communities 

that include pet ownership, coffee, and philosophy. Nevertheless, Stack Overflow is still the 

largest and the most well-known Stack Exchange community. All these communities under 

Stack Exchange operate individually with identical question and answer formats. When 

Internet users post a question, it is mandatory for them to add a small list of tags (between 1-

5 tags) that help in determining the topic of the question with a reasonable abstraction level. 
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These tags not only describe the content of the questions but also assist the users in retrieving 

similar questions or other posts they might be able to answer. On the StackExchange platform, 

these tags are taken extremely seriously. However, it is a cumbersome task to create new 

tags. Therefore, it is encouraging for users to apply popular and existing tags. Moreover, users 

need to follow official tagging guidelines in order to generate a new tag. Thus, it is pertinent to 

state that these tags on Stack Exchange are not the same as the hashtags on social 

networking websites such as Twitter and YouTube, which do not have any strict rules and 

regulations. The value placed on tags implies that they contain rich information about the 

community. For instance, tag frequencies can show the popularity of topics, and the change 

of the tag frequency over time can reveal the transformation of a community’s interests over 

a period. 

1.2 Motivation 

StackExchange is one of the most well-explored networks of websites on the Internet that is 

spammed frequently. The statistics of Stack Exchange demonstrate that there are 

approximately 100 posts per day containing spam questions, which can easily escape the 

system filters. Among these, a large number of these posts are totally unwanted by everyone 

across the world. Therefore, it is better for all the stakeholders of the website that these posts 

are regularly taken off the homepage as early as possible. Unfortunately, in some cases, it 

may take several hours to detect and remove spam from the website. StackExchange is 

currently tackling spam posts with "SmokeDetector", a robot that uses regular expressions 

(known spam patterns), and other post heuristics to identify spam by scanning all new and 

edited posts in real-time. However, this approach carries some disadvantages due to its 

requirement of more computational power. Thus, it is extremely crucial to construct an 

effective automatic detection system to identify any spam at an early stage.  

This research study has been conducted in collaboration with Charcoal Company. Owen, an 

official at the company, provided the dataset in the form of a CVS file and responded to all the 

queries.  

1.3 Problem Statement 

The basis of social media is sharing of information and mutual interaction among the users; 

however, its easy access also exposes it to abuse, spam, and trolls from its users. Hence, the 

problem of spamming has arisen as a widespread form of abuse on online communities, news 

websites, and various types of social networks. In general, Spam can be defined as any kind 

of unsolicited and uninvited digital communication that is distributed via email, text messages, 
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phone calls, or social media. A spammer is defined as an individual who incites other online 

users to engage them in a meaningless argument (Herring et al., 2002). According to another 

definition, a spammer is an individual who initiates and participates in negative behavior online 

(Hardaker, 2010). Furthermore, it is a person who, in the beginning, impersonates to be a 

genuine user of the platform but then attempts to pervade chaos in the community (Donath, 

1999). Another study defines a spammer as a person who misleads others in online 

communities by posting aggressive and fabricated comments (Kunegis et al., 2009). 

Spammers can be characterized with the following features: sadists (Samory and Peserico, 

2017), trouble makers (Fichman and Sanfilippo, 2015), bad guys (Buckels et al., 2014), and 

someone who upsets other online users for pleasure (Kirman et al., 2012). For social media 

networks, spamming and trolling have become a serious threat for online users and 

communities. It has been observed that spamming on online platforms is performed at both 

the answer level and the question level. In this research study, we consider the latter case; 

i.e., question level. In recent years, various methods, including Machine/Deep Learning 

(M/DL) models, have been explored to combat spam, a problem that is considerably spreading 

to various online platforms. Spam detection is a diverse field of study, which has been 

comprehensively researched for various media. These media include webpages and social 

media networks (Largillier and Peyronnet, 2012), email servers (Vickers, 2017a), blogposts 

(Alberto et al., 2015), SMS (Chan et al., 2015) (R. M. Silva et al., 2017), YouTube (R. M. Silva 

et al., 2017), and microblogs (Wu et al., 2016) (Shen et al., 2017). For spam classification, 

several ML models have been utilized, including K-Nearest Neighbors (KNN), naïve Bayes 

(Vickers, 2017b), Decision Trees (DT), and Support Vector Machines (SVM) (Alsaleh et al., 

2015). Generally, spam-filtering methods are based on textual content, and spam detection is 

considered as a binary text categorization problem, where the class labels are either spam or 

ham (non-spam) (Li et al., 2015). 

According to the StackExchange website statistics, around 3.2 million questions were posted 

during the past year. Due to such an enormous number of questions posted on the 

StackExchange website, it becomes unavoidable to have spam farms, trolls, and other kinds 

of unwanted posts, which negatively influence the user experience, reduce the information 

quality and cause economic losses to the websites. Consequently, these unnecessary and 

spam questions can drastically reduce the page ranking of such websites due to the confusion 

caused by spam data in the search engines. 
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1.4 Contribution of the Project to Efficient Spam Question Detection 

In a nutshell, the framework for this study is a Spam Question Detection (SQD) system for 

spam questions identification using the ML and DL methods and algorithms, along with the 

Natural Language Processing (NLP) techniques, which process the user-provided questions 

and then pass the features learned from the feature extraction techniques to the classifiers 

and predict the result. 

This project develops a comprehensive AI-based model to identify spam and irrelevant 

questions. The classification of questions is based on the features since ham posts contain 

programming-related features and spam posts contain inappropriate words. An extensive 

dataset containing spam questions was extracted from StackExchange by Charcoal 

Company, which is an all-volunteer organisation that focuses on detecting and removing spam 

and other kinds of online abuses across the Internet and social media networks. To deal with 

the spam questions’ detection problem, combination of seven ML classifiers Decision Tree 

(DT), Support Vector Classifier (SVC), Random Forest (RF), Extra Tree Classifier (ETC), 

Logistics Regression (LR), K-Nearest Neighbor (KNN), and Gaussian Naïve Bayes (GNB) 

have been employed with three different feature extraction techniques including Bag of Words 

(BoW), Term Frequency–Inverse Document Frequency (TF-IDF) and Words2Vec. In this 

approach, all the questions are first preprocessed, in which all the unwanted and noisy data 

values (e.g., punctuations, tags, links, numbers, etc.) are eliminated. Hence, the 

preprocessing steps include the removal of punctuation, numbers, tags, and links. Moreover, 

these steps include the conversion to lower case, stemming and lemmatization, removal of 

stopwords, and removal of words less than length two words to clean the dataset. In this 

research project, the quality of data was significantly improved after performing these 

preprocessing steps. Moreover, the computation time was considerably reduced due to the 

elimination of unnecessary information in the dataset. Subsequently, the feature selection 

techniques were applied to the refined data in order to produce important features. Finally, 

these features were passed to the aforementioned classifiers, and the results were recorded 

and analyzed. Apart from the seven ML models, a Deep Learning (DL) model, Recurrent 

Neural Network (RNN) was also applied to the dataset, and the results were compared with 

the aforementioned model results. For this study, the dataset was divided into 25% and 75% 

ratios for testing and training, respectively. Our results exhibited that two classifiers, Random 

Forest (RF) and Extra Tree Classifier (ETC), produced the highest accuracy results, 

amounting to 84%, using the Bag of Words (BoW) and Term Frequency–Inverse Document 

Frequency (TF-IDF) feature selection methods, respectively. 
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1.5 Structure of the dissertation  

The rest of the dissertation is organized in the following chapters:  

• Chapter 2 describes the literature review and related work conducted to build a Spam 

Question Detection (SQD) system using various feature selection techniques, ML 

models, and DL models. 

• Chapter 3 explains the dataset, preprocessing steps, ML models and DL architecture, 

evaluation parameters, and the main steps in this research study. It also discusses the 

technical approach and the methodology used in the proposed framework.  

• Chapter 4 presents the experimental results and evaluation performed on the 

proposed framework. In addition, a comprehensive result analysis has been 

discussed.  

• Chapter 5 discusses the conclusion and future work. 
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Chapter 2 

Background  

2.1 Machine Learning background 

2.1.1 Machine Learning 

Machine Learning (ML) endorses the concept that a computer program can acquire knowledge 

and predict new outcomes without the involvement of humans. In general, ML models can be 

categorized into the following types: 

• Supervised Learning: It is the most frequently used method by ML users. In 

supervised learning, labeled data is utilized for training the ML algorithms. These labels 

allow the model to explore the exact nature of the relationship between any two data 

points. When the training of an ML model finishes on training datasets, it is tested on 

various test datasets to predict the label. Primarily, the supervised problems can be 

solved by two kinds of algorithms, which are known as regression and classification. 

 

o Classification: Classification problems are those in which the output variable 

belongs to particular categories, such as the “pass” or “fail,” or it could be 

“spam” and “not spam”. If there are only two output variables, it is known as the 

binary classification problem. However, if there are more than two variables 

involved, then the problems are called multiclass classification problems.  

o Regression: Regression problem can be defined as the problem in which the 

output variable is based on real value, such as “height” or “dollar.” 

 

• Unsupervised Learning: Unsupervised ML algorithms work with unlabeled data. 

These algorithms perceive relationships between data points in an abstract manner to 

identify any potential patterns in the dataset. It allows the program to work on much 

larger datasets since human labor is not required to make the dataset labeled. 

• Reinforcement Learning: In this type of learning, the algorithm takes inspiration from 

human learning behavior directly. It employs a trial-and-error method to learn from the 

new situations and improve over time. Consequently, favorable outputs are reinforced, 

and non-favorable outputs are punished. 

 

In recent years, several researchers have been paying considerable attention to ML models 

for text classification. In this regard, various methodologies and models are being utilized, 
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such as Support Vector Machines (SVM) with rule-based features (J. Silva et al., 2011), a 

combination of SVMs and naive Bayes (Wang and Manning, 2012), and Conditional Random 

Fields (Nakagawa et al., 2010), etc.  

2.1.2 Deep Learning 

Deep learning (DL) allows data processing with multiple abstraction levels, enabling it to 

produce promising results for various Natural Language Processing (NLP) tasks. Various 

applications of automatic classification in DL include visual surveillance, intelligent user 

interface, face recognition, demographic statistics for marketing, and a variety of text 

classification tasks. In a DL model, a sentence is considered as a continuous stream of tokens 

that are processed in sequential order from left to right and the neural network memorizes it 

in a fixed-size hidden layer. Besides the generic feed-forward networks, some specialized 

architectures are extensively being used in industry, which includes Convolutional Neural 

Networks (CNNs) and Recurrent Neural Network (RNN). These architectures have the ability 

to scale high-resolution images and temporal sequences.   

2.1.3 Classification 

Classification is an area that is being extensively studied in databases, data mining, and 

information retrieval domains with applications in multiple fields, including target marketing, 

medical diagnosis, newsgroup filtering, and document organization (Allahyari et al., 2017). In 

the classification process, there is a set of training records in the form of a dataset, and each 

record has a class value set as a label. A classification model is constructed on training data, 

and it relates the feature of a particular record to one of the class values. Once the training is 

performed, the model is utilized to identify a class value for a test record. A class value is 

explicitly set to the test record in the hard version of the classification problem, whereas a 

probability value is set to the test instance in the soft version of the classification. If the training 

and test records contain only two labels within the dataset, then the classification problem is 

referred to as binary. Moreover, some variations of the classification problems allow assigning 

more than two labels (Gopal and Yang, 2010) or ranking several labels to a test record. These 

problems are known as multiclass classification problems. The classification problem works 

with categorical values. 

2.1.4 Text Classification 

Since the beginning of digital documents, automatic text classification has become a 

significant application and research topic. These days, text classification is turning out to be a 

compulsory requirement in many online applications due to the hefty amount of text 

documents that we deal with on a daily basis (Ikonomakis et al., 2005). Text classification is 

one of the fundamental tasks in Natural Language Processing (NLP) applications. It is a 
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method to reduce the processing complexity for enormous texts. Primarily, text classification 

can be categorized into two different groups: multi-label and multiclass text classification. For 

example, the classification of a review into its corresponding sentiment can be referred to as 

multiclass classification, whereas the classification of an article into various classes (e.g., 

finance or religion) is known as multi-label classification. Predominantly, text classification can 

be categorized into genre-based classification and topic-based classification types (Yang, 

1999). This text can be related to any topic, for instance, movie reviews, news reports, 

scientific articles, and advertisements. 

Following are some examples of areas in which text classification is frequently used: 

• News filtering and Organization: In this era of cutting-edge technology, all the 

content has become digital. Consequently, most news organizations release their 

news on the Internet. Therefore, an enormous amount of news articles is published on 

a daily basis. This process makes the manual organization of published articles 

extremely laborious. Consequently, AI-based automated news filtering and 

organization methods can prove to be very convenient for web portals (Safonov, n.d.) 

(Umer et al., 2020). 

• Document Organization and Retrieval: Supervised classification methods can be 

utilized for document organization (Bijalwan et al., 2014) in diversified fields, including 

web collections, social feeds, scientific literature, and digital libraries of documents. 

For browsing and retrieval, organized document collections can be particularly 

beneficial. 

• Opinion Mining: Customer reviews (or opinions) of a product or service are short text 

documents, which can assist us in evaluating any meaningful and valuable information 

from a review after mining. Various research studies have been conducted to perform 

opinion mining by using popular classification methods (Rustam et al., 2020) (Rehan 

et al., 2021). 

• Spam Questions Classification: In spam questions filtering or classification problem, 

the questions are automatically categorized into spam or appropriate (i.e., not spam) 

questions. According to an estimate, approximately more than half of worldwide online 

users tend to post questions amounting to several million questions per day; however, 

the presence of automatic spam can trigger a considerable disturbance in the online 

communities. These spam questions are large in numbers, and they waste servers' 

storage and memory spaces, network bandwidth, computational power, and usage 

time. Therefore, efficient automatic spam or question filtering systems can 

conveniently save a tremendous amount of time. 



13 
 

 

2.1.5 Feature Selection 

Feature selection and document representation are essential tasks that need to be performed 

before initiating any classification task(s). It is a fundamental concept in classification, which 

tremendously influences the performance of a classifier. The data features selected to train 

an ML model can have a huge influence on the overall system performance. If the selected 

features are partially relevant (or irrelevant), this situation can have a negative impact on the 

model outcomes. Even though feature selection is required in almost every classification task, 

it is particularly significant in text classification due to the existence of unnecessary and 

useless (noisy) features and their high dimensionality. Generally, there are two methods to 

represent any text contents. In the first method, the text is represented directly as a sequence 

of words. The second method is referred to as Bag-of-Words (BoW), in which the text is 

represented as a set of words, along with their associated number of occurrences in the 

document. The latter is the most frequently used text classification method due to its simplicity 

and efficiency. Other commonly-used feature selection techniques are Term Frequency–

Inverse Document Frequency (TF-IDF) and Word2Vec (Rustam et al., 2019). 

Following are some of the advantages that can be achieved by using a suitable feature 

selection technique: 

• Reduction in Overfitting  

• Improvement in Accuracy 

• Decrease in Training Time 

 

2.2 Literature Review  

Natural Language Processing (NLP) is a domain related to the interaction between natural 

languages and computers, making use of various other fields, such as computer science, 

linguistics, and Artificial Intelligence (AI). It is the capability of computer programs and 

algorithms to seamlessly acquire, comprehend, and process natural languages (e.g., English, 

Arabic, Spanish, etc.) in the basic forms of speech or text.  NLP deals with various aspects of 

linguistics as well as Machine Learning (ML) and AI. Consequently, due to NLP, computers 

can interpret natural language(s) in the same way as human beings do. In both spoken and 

written forms, NLP is a method of converting a natural language into a computer-readable 

format using advanced AI algorithms and ML models. The process of NLP is classified into 

two primary phases: data preprocessing and algorithm design. Data mining is the process of 

analyzing a vast quantity of data to explore patterns or reviewing the already-existing datasets. 
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Data analysis techniques may also be utilized to produce new information or solve issues, as 

well as estimate emerging outcomes. 

One significant subfield of NLP is the detection of spams in online texts, such as emails, social 

media, and advertisement campaigns etc. Recent research studies are employing advanced 

AI methods like Machine Learning and Deep Learning for the detection of spam in various 

types of online content. In this section, a comprehensive review of various studies has been 

presented that have worked on spam detection.  

2.2.1 Spam 

The TREC 2005 Spam Track defines spam as "unsolicited, undesired email delivered 

indiscriminately, directly or indirectly, by a sender having no present contact with the receiver" 

(Cormack & Lynam, 2005). In a research study by Alberto et al., Spam is identified as a word 

that refers to unwanted content containing low-quality information (Alberto et al., 2016). 

Another study (Liu & Wang, 2017) introduced the concept of Extreme Learning Machine 

(ELM), a supervised ML method for detecting spam users on Sina Weibo, a Chinese 

microblogging platform. The study (Alberto et al., 2016) presented an online method for 

filtering spam comments on YouTube. The authors of (Arora, Harsh and Upadhyay, 2017) 

suggested a system for detecting suspicious conversations on various Internet forums using 

a Support Vector Machine (SVM) algorithm and particle swarm optimization method. In 

another research study, Alghamdi et al. employ user behaviour analysis to identify fraudulent 

URLs in various online social networks (Alghamdi et al., 2017). They utilize social spam 

analytics and detection models to integrate data from URLs and Online Social Networks 

(OSNs) to enhance the identification of harmful activity, notably the usage of user-profiles and 

posts in conjunction with the URL features. 

2.2.2 Ham 

In NLP terms, any spam-free e-mail is referred to as "Ham". Another way of putting a Ham is 

by stating that it is an "excellent mail." Similarly, "non-spam" is a shorter, snappier synonym 

for "Ham". In 2001 (Dreamer, 2013), Spam Bayes had coined the term "ham," which implies 

"email widely wanted and not deemed spam." The developers of anti-spam software utilize 

this term a lot; however, it is not generally recognized elsewhere. Therefore, it is perhaps more 

preferable to utilize the more common variant of this term, i.e., "non-spam" (Infrabot, 2009).  
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2.2.3 Social Media Spam 

Several studies have focused on collecting, detecting, and classifying various types of spam 

on social media. For instance, the researchers, Zinman and Donath,  extract multiple 

profiles and comment-based characteristics from online social media such as MySpace, 

Facebook, or Twitter profiles, but their classifier's low performance underlines the complexity 

of manually classifying social network spam (Zinman & Donath, 2007). Various other research 

studies like (Zheng et al., 2015), (M. A. J. Banu et al., 2017), and (Lee et al., 2010) have 

considered the strategy of luring spammers using social "honeypots," or profiles designed 

specifically to attract spam. Furthermore, the researchers also utilize the datasets to train 

classifiers using various social media features, such as friend request rates and URL-to-text 

ratios. For instance, the research study by Webb et al. also employs the honeypot technique 

and offers instances of various types of spammers, as well as the general demography of their 

profiles and the web pages promoted by them (Webb et al., 2008). The research study by 

Heymann et al. evaluates the spam attacks on social media websites and discovers many 

typical strategies to detect them (Heymann et al., 2007). Moreover, this study uses AI 

algorithms based on classification methods for spam detection. In this case, the spam is 

detected by using identification-based methods, which employ labels supplied by users or 

trusted reviewers to train the classifiers. Consequently, any questionable material is demoted 

seamlessly using rank-based techniques, and undesirable online behaviour is prevented using 

interface-based approaches. These models may be utilized in conjunction with user 

information to detect and stop any spamming activity before its occurrence. 

A study by H. Gao et al. (H. Gao et al., 2010) analyzes the temporal aspects, such as URL 

properties, post shares, and other characteristics of fraudulent Facebook accounts and their 

wall postings. The study also identifies various spam "campaigns" depending on items offered 

over a specific time. They point out that Facebook spams are frequently bursting, and they 

are often delivered via hacked Facebook accounts. On video SNSs (the spammers scraped 

data from YouTube), a research study (Benevenuto et al., 2009) has identified social features 

of spam and ham, such as video view numbers, comment counts, and user public profile 

attributes. The study employs a Support Vector Machine (SVM) classifier to classify the data, 

achieving 96% accuracy in recognizing the marketers (or "promoters") and the 57% accuracy 

achieved by identifying spam that is more generic. 

In another study (Sharmin & Zaman, 2018), the text categorization field has been discussed, 

where the advantages of ensemble classifiers over single classifier methods have also been 

evaluated. These algorithms were utilized to distinguish the spam comments from legal ones 

on YouTube videos. Their performance was quantified and the performance of ensemble 
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classifiers over the single classifier methods was emphasized. Furthermore, the study used 

the comments using the YouTube spam dataset that was downloaded from the UCI machine 

learning data repository. This dataset is a collection of five other datasets including Katy Perry, 

Shakira, Psy, Eminem, and LMFAO, and all these datasets contain the review of five 

videos.  For experimental process, they used various well-known ML algorithms: i.e., K-

Nearest Neighbor (KNN), Naive Bayes (NB), Support Vector Machine (SVM), and ensemble 

classifier. These algorithms were implemented using 10-fold cross-validation to quantify the 

accuracy of five datasets. Their results exhibit that the ensemble classifier performs best on 

all five datasets, which achieved accuracies of 93.00%, 91.08%, 91.43%, 94.92%, and 90.64% 

from Katy Perry, Shakira, Psy, Eminem, and LMFAO respectively. 

2.2.4 Social Media Spam Detection System 

SocialSpamGuard (Jin, Lin, et al., 2011) is a spam detection method for social media posts 

that examines text and picture data. In this method, the experimental system collects spam 

and ham messages using General Activity Detection (GAD) clustering (Jin, Kim, et al., 2011), 

then trains a model with text and picture characteristics. Furthermore, the system is designed 

to access the publicly available Facebook features, but it cannot access the users’ sensitive 

data, such as IP address, etc., to improve its efficacy. Another similar research study (Stein et 

al., 2011) is based on the Facebook immune system, which provides the details of Facebook’s 

anti-phishing, anti-fraud, and anti-spam defenses classifier services. For this classification 

process, the study uses an ML-derived Feature Extraction Language (FXL), and "feature 

loops” to collect features. Moreover, it also highlights the details of unwanted user behaviour 

on the social media site, such as false profiles, harassment, hacked accounts, malware, and 

spam, etc. 

Wang et al. (Wang et al., 2010) introduced a cross-site spam detection system that develops 

various classifiers to recognize spam in accounts, conversations, emails, and webpages by 

sharing spam data across all social networking sites. The proposed technique provides an 

associative classification method, which identifies a message as spam if it contains a website 

link with a high likelihood of being spam. Unfortunately, the feature variations between various 

social networks, such as the length of messages in Facebook vs. Twitter, might reduce the 

benefits of exchanging spam corpora between these sites. 

In a significant study, the researchers (Irani et al., 2010) utilized users' private data, such as 

browser characteristics, IP addresses, and geographic locations to evaluate that these 

features may theoretically enhance classifier performance significantly via MySpace. They 

used static features with users’ MySpace signup data to train and classify social media spam. 



17 
 

The study used popular classifiers, such as C4.5 Decision Tree and Naïve Bayes for the 

experimental process. The researchers demonstrated that C4.5 performed better with 99.4% 

accuracy and provided better results than Naïve Bayes. In a study by Bosma et al., the user-

generated spam complaints have been investigated (Bosma et al., 2012) as a method for 

developing an unsupervised spam detection system for social networking websites. This 

technique counts the total of spam reports filed against a suspected spammer and provides 

more weightage to the reports based on the user reputation. Similarly, several other studies, 

such as (Bian et al., 2009), (Guha et al., 2004), and (Zhang et al., 2007), evaluate the 

reputation and trustworthiness of individuals in social networks and to be a potential addition 

to the social spam categorization. The studies (Bian et al., 2009), (Guha et al., 2004), (Zhang 

et al., 2007)  used a Bayesian classifier and associated various messages with a similar type 

of content. Furthermore, the studies (Bian et al., 2009), (Guha et al., 2004), and (Zhang et al., 

2007) trained their models using non-public data, such as private conversations, spam reports, 

and user profiles from a popular Dutch social networking site. 

Most of these studies use different types of popular ML-based classifiers to categorize various 

spamming activities on social media websites. These activities include false reviews, sharing 

of unwanted posts or other content, clickbaiting, excessive messaging, and disseminating 

malicious URLs. If the classifiers can categorize these unwanted activities in an efficient 

manner, it becomes much easier to design an efficient spam detection system. 

2.2.4.1 Spam Detection using Feature Selection techniques 

In recent years, spam detection has become a major source of concern among the designers 

of online sites. For this purpose, many eminent scholars have made numerous efforts to 

classify emails into the spam or ham categories, as well as their detection rate. To address 

these issues, the researchers have utilized a new spam filtering approach with a high detection 

rate to classify the spamming data. Various studies have used different feature selection 

techniques to solve this issue.  Table 2.1 presents the review of the results obtained by 

different studies' along with the corresponding datasets, methods, and feature extraction 

techniques. 

In a study by Nizamani et al. (Nizamani et al., 2014), a cluster-based classification model 

(CCM) is discussed to detect fake emails. The dataset used in the study was acquired from 

the Nigerian government's website. Various classification methods, such as CCM, NB, DT, 

and SVM have been utilized to classify different types of spam emails. 

Similarly, the spam identification was performed by the Bhat et al. (Bhat et al., 2014) using the 

bagging and boosting approach. The study used the dataset acquired from Facebook, 
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and  63,891 Facebook users were included in the database. After preprocessing phase of the 

data, an ensemble approach was utilized to extract features from an online social network. 

Using the WEKA tool, a variety of classification algorithms were tested, which included NB, 

KNN, and DT. The study concluded that Decision Tree (DT) outperformed all the other 

methods. 

 

Table 2.1: A comparison of various feature extraction techniques for spam classification. 

References Dataset Methods Feature 

selection 

Results 

(Nizamani et 

al., 2014) 

8000 emails SVM, NB, DT, 

and CCM 

TF-IDF 96% accuracy. 

(Bhat et al., 

2014) 

Dataset was 
taken from 
Facebook 
(63891 users) 
 

Bagging, 

boosting, DT, NB, 

and k-NN.  

Ensemble 

method 

DT 

outperformed 

the other 

methods.  

(Bassiouni et 

al., 2018) 

Spambase 

UCI 

containing 

4,601 

instances 

RF, LR, K-NN, 

DT, SVM, NB, 

RBF, and ANN 

ILFS RF achieved 

95.45% 

accuracy. 

(Merugu et al., 

2019) 

Dataset was 

acquired  

from 

UCI, which is 

5574 items. 

RF, SVM, NB   

and k-NN 

TF-IDF, BOW NB achieved 

97.6% accuracy 

(Shajideen & 

Bindu, 2018) 

Enron1 from 

Enron Spam 

contain 3762 

spam and 

5172 ham 

 

NB, SVM, and 

J48 

Header-based 

and content-

based features 

SVM 

outperformed 

others with 94% 

accuracy. 

 

The experiment on classifying spam emails from ham emails was conducted by a research 

study by Bassiouni et al. (Bassiouni et al., 2018). The classification of various email types was 
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accomplished using the Spambase UCI dataset. With the help of 10 different classifiers, 

features were selected using the Infinite Latent Feature Selection (ILFS) method after data 

was preprocessed. The study used the following classifiers: RF, ANN, LR, SVM, Random 

Tree, k-NN, Decision Table, Bayes Net, NB, and RBF. These classifiers achieved different 

accuracies, such as RF achieved 95.4% accuracy, ANN achieved 92.4%, LR achieved 92.4%, 

SVM achieved 91.8%, Random Tree achieved 91.5%, K-NN achieved 90.7%, Decision Table 

achieved 90.3%, Bayes Net achieved 89.8%, NB achieved 89.8% accuracy, and RBF 

achieved 82.6 % accuracy score. Therefore, in terms of accuracy, RF outperformed all the 

other classifiers by achieving the accuracy of 95.45% after training on the aforementioned 

dataset. 

Merugu et al. used a weighted approach to divide the categorization work into spam and ham 

types (Merugu et al., 2019). This approach facilitated the categorization of fresh emails as 

ham/spam based on the concentration of terms found in various types. The study utilized a 

dataset acquired from the ML repository at University of California Irvine (UCI). The study 

employed a statistical method called the Term Frequency-Inverse Document Frequency (TF-

IDF) technique to extract spamming features once the data had been preprocessed and 

cleansed. Moreover, the researchers utilized the Bag of Words (BoW) model in this feature 

extraction approach. With a 97.6% accuracy rate, NB performs best as compared to the other 

classifiers like RF, SVM, and K-NN. 

Similarly, another research study conducted by Shajideen & Bindu provided various classifiers 

for identifying spam (Shajideen & Bindu, 2018). In general, they evaluated two types of spam 

detection methods: header-based features and content-based features. For the experimental 

process, SVM, NB, and J48 classifiers were utilized. The enron1 dataset from Enron spam 

was employed in this research study. The dataset contains 3762 spam and 5172 ham 

messages. The classifiers in this research study calculated accuracy, precision, and recall to 

quantify the efficacy of each classifier. In terms of accuracy and False Positive Rate (FPR), 

the study discovered that SVM is the best classifier. 

2.2.4.2 Spam Detection using Machine Learning 

Much research work has been conducted in the area of spam detection using Machine 

Learning (ML) algorithms. In this subsection, a detailed review of some studies has been 

presented, whereas Table 2.2 presents a brief description of different studies that use ML 

algorithms to classify spam. The study (Mohammed et al., 2013) developed a method for 

categorizing Unsolicited Bulk Email (UBE) using Python ML techniques and spam filtering, 

which work by generating a spam-ham word from the supplied training data and filtering the 
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training and testing data through data mining techniques. The technique suggests that NB and 

SVM models are the most prevalent classifiers for spam detection or categorization after 

applying multiple classifiers on the 1431 dataset.  

A research study conducted by Subramaniam et al. in 2010 used the NB anti-spam filtering 

method on Malay to examine how the NB process may be used to prevent spam 

(Subramaniam et al., 2010). The authors recognized that by minimizing false positives and 

increasing the training corpus, they could significantly improve the classification of Malay 

language spam. For this purpose, an experiment using the Nave Bayesian technique for 

clarifying Malay language spam was performed, and the results exhibited that the proposed 

strategy had a 96% accuracy rate. 

The study (Rusland et al., 2017) used the Nave Bayes method to analyze two datasets for 

email spam filtering, which were assessed based on common ML performance metrics like 

accuracy, precision, recall, and F-score. This research study was divided into three stages: 

preprocessing, feature selection, and implementation using the Nave Bayes Classifier. In the 

preprocessing stage, the researchers deleted any conjunction words and articles from the 

email content. Subsequently, they created two datasets using the WEKA tool: a Spam Data 

dataset and a SpamBase dataset. The average accuracy was 8.59% when both datasets were 

used, with Spam Data scoring 91.13% and SpamBase Data scoring 82.54%. In addition, the 

SpamBase dataset had an average precision of 88%, whereas Spam Data had an average 

precision of 83%. The study concluded that the Naive Bayes Classifier outperforms the 

SpamData classifier on SpamBase data. 

 

Table 1.2 Spam detection using Machine Learning methods. 

References Dataset Methods Results 

(Mohammed et al., 

2013) 

Email-1431 NB, KNN, DT, SVM, and 

Rules 

NB achieved 

the best 

accuracy with 

85.96%. 

(Subramaniam et 

al., 2010) 

Spam emails 

were Collected 

from  Gmail 

Accounts. 

NB 96.00% 

Accuracy. 
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(Sharma & Arora, 

2013) 

SPAMBASE was 

downloaded from 

the ML repository 

of UCI. 

Bayes Net (BN),  

LogicBoost(LB) 

RandomTree(RT), JRip 

(JR), J48,Multilayer 

Perceptron (MP), RF, and 

RandomCommittee(RC) 

94.28% 

accuracy was 

achieved by 

RC. 

(Banday, M Tariq 

and Jan, 2009) 

Real-life dataset 

containing 8000 

emails. 

NB, KNN, and SVM 

 

96.69% 

accuracy was 

achieved by 

NB.  

(Awad, 2011) SpamAssassin 

containing 6000 

emails. 

Artificial immune system, 

bayesian classification, k-

NN, SVM, ANN, and Rough 

sets 

99.46% 

accuracy was 

achieved by 

NB. 

(Tretyakov, 2004) PU1 corpus. k-NN, SVM, ANN, and 

Bayesian classification 

94.4% 

accuracy 

 was achieved 

(Shahi et al., 2014) SMS of Nepali NB and SVM NB had an 

accuracy of 

92.74%, while 

the SVM had 

an accuracy of 

87.15%. 

(Rathi & Pareek, 

2013) 

Customized 

collection with 

4601 instances. 

NB, SVM, RF, and Bayes 

Net 

RF achieved 

99.72% 

accuracy rate. 

(Abdulhamid et al., 

2018) 

UCI Machine 

Learning 

Repository 

Machine Learning 

algorithms of various types 

as discussed in text.  

94.2% 

accuracy  was 

achieved by 

Rotation Forest 

classifier. 

(Prof, Shradhanjali 

and Verma, 2017) 

Emails taken from 

the Apache public 

corpus. 

 SVM 98.9% 

accuracy rate 

was 

achieved.  

(Rusland et al., 

2017) 

SpamData and 

SpamBase. 

NB 

 

SpamBase 

achieved  
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88%  

& SpamData 

achieved  

83% precision 

rate. 

(Yüksel et al., 

2017) 

Custom 

Collection 

  SVM and DT SVM achieved 

97.6%  and 

Decision Tree 

achieved 

82.6% 

accuracy rate. 

(Choudhary & Jain, 

2017) 

2608 emails from 

the SNS Spam 

Corpus. 

NB, LR, J48, DT, and RF RF achieved 

96.5%   TP 

accuracy rate. 

(Rathod & 

Pattewar, 2015) 

4600 real-world 

Gmail dataset. 

Bayesian Classifier 96.46% 
accuracy rate. 
 

(Shajideen & 

Bindu, 2018) 

Enron1 from 

Enron Spam 

containing 3762 

spam and 5172 

ham messages. 

 

SVM, NB, and J48  

 

94% was 

achieved by 

SVM. 

 

In 2018, the researchers (Abdulhamid et al., 2018) used several ML algorithms including 

Bayesian LR, Logit Boost, Hidden Naive Bayes,  NNge, LM Tree, REP Tree, NB, RBF 

Network,  Lazy Bayesian Rule, Voted Perceptron, MLP, J48, and RF to develop a performance 

analysis-based approach. Using the Spam basis dataset and the WEKA data-mining tool, the 

competency of these approaches was determined by using several performance metrics, such 

as Accuracy, Precision, Recall, F-Measure, Receiver Operator Characteristics Area (ROCA), 

Root Mean Squared Error (RMSE), and Root Relative Squared Error (RRSE). Datasets were 

acquired from the UCI Machine Learning Repository to conduct the performance and 

comparative tests. Among all the methods, the maximum accuracy was obtained using the 

Rotation Forest (RF) method, while the lowest accuracy was obtained using the REP Tree 

technique. To determine accuracy and recall, the researchers used the F-measure technique. 

Consequently, the RF technique yielded the highest F-measure, while the Nave Bayes 

algorithm yielded the lowest F-measure. Furthermore, they used the ROC curves on randomly 
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picked positive and negative examples to calculate the likelihood, and the ROC curves with 

the best score for the Rotation Forest technique were 0.98. Random Tree, on the other hand, 

had the lowest score of 0.905. In addition, the study used kappa statistics to discover the 

statistical outcomes, and the results were significantly better in case of Rotation Forest 

technique, which was about 0.879. According to this research, the Rotation Forest classifier 

had the best accuracy with 94.2%, followed by J48 with 92.3%, and NB with 88.5%. 

For spam filtering, the researchers of (Yüksel et al., 2017) have utilized Support Vector 

Machine (SVM) and Decision Tree (DT). The DT used in data mining, and SVM, a supervised 

learning model can evaluate data for spam categorization. In the study, first, the data was 

divided into two parts: training and test data. Subsequently, the algorithm was trained and 

tested by using the ML tools of Microsoft Azure. The study results were compared to DT and 

SVM algorithms. The accuracy outcome of the SVM technique was computed as 97.6%, 

whereas the result of the DT method was 82.6%. The results exhibited that the SVM classifier 

outperformed the DT classifier. Another study (Awad, 2011) used six different ML algorithms 

to solve the problem of spam email classification, which are artificial immune system, bayesian 

classification, k-NN, SVM, ANN, and Rough sets. The study utilized the SpamAssassin 

dataset to experiment with 6000 emails, which contains 3778 ham massages and 2222 spam 

messages. After the ML methods were applied on the dataset, the highest accuracy was 

obtained by NB with 99.46%. Similarly, to extract harmful URLs in emails, a research study 

(Rathod & Pattewar, 2015) utilized a data mining method called the Bayesian classifier. The 

researchers obtained a 96.46% accuracy rate. The researchers (Vishagini & Rajan, 2018) 

proposed the use of weight variables generated from the Kernel-based probabilistic c-means 

method to categorize spam using a weighted SVM method. To address the issue of 

conventional SVM's high rate of miscalculation, they proposed combining the weighted SVM 

with a kernel-based fuzzy approach to identify the spam efficiently. 

In another research study, Choudhary and Jain developed a unique technique for detecting 

and categorizing SMS spam by utilizing an ML-based classification algorithm (Choudhary & 

Jain, 2017). The first stage in this technique is feature selection, which is based on the 

presence of mathematical symbols, such as URLs, special symbols, dots, emotions, 

lowercase and uppercase phrases, keyword specificity, cellphone number, and SMS 

message length. Subsequently, the researchers built a system architecture and collected a 

dataset that included 2608 emails from the SMS Spam Corpus, which contained 2408 SMS 

items. Two collections of texts are  SMS Spam Corpus v.0.1 Small and SMS Spam Corpus 

v.0.1 Big in the SMS Spam Corpus v.0.1. The study utilized the "WEKA tools" for NB, LR, J48, 

DT, and RF, among other ML techniques. Using performance metrics like TPR and TNR to 

evaluate results TN. Based on the training of all the models, the Random Forest ML algorithm 
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achieved 96.5% true positive rate and 1.02% false-positive rate in the FP, FN, Recall, 

Precision, F-measure, and Receiver Operating Characteristics (ROC) areas. Hence, it 

performs better in case of algorithm with high-rate accuracy. 

2.2.4.3 Spam Detection using Deep Learning 

In the field of NLP, Deep Learning (DL) models have demonstrated their efficacy in various 

subfields, such as distributed word learning, phrase and document representation (Mikolov et 

al., 2013), information retrieval, sentiment analysis (Agarwal & Mittal, 2016), (Kim, 2014), 

statistical machine translation (Devlin et al., 2012), and text categorization (Socher et al., 

2013). In addition, multiple studies have used DL techniques and models to detect spam. For 

instance, the study (Wu et al., 2017) presented a DL-based model to detect spam messages 

on Twitter. In their designed methodology, the authors utilized a combination of syntax 

analysis, blacklist analysis, and feature analysis, as well as word2vec-based features. 

Similarly, another significant DL-based study is the detection of allegations from various 

microblogging websites, such as Twitter and Weibo using LSTM and GRU models (Ma et al., 

2016). In their work, the primary focus was to train these models for spammer identification. 

Similarly, to identify email spam, a research study by Gao et al.  (Y. Gao et al., 2015) employed 

Recurrent Neural Network (RNN), which has the advantage of varied length inputs. Another 

study by Jain et al. used deep learning techniques to classify spam (Jain et al., 2018). It 

employed a popular DL-based algorithm called Convolutional Neural Network (CNN) and 

semantics layer. The study proposed a classifier known as semantic convolutional neural 

network (SCNN) by adding a semantic layer on the top of the CNN. More specifically, the 

semantic layer utilizes Word2vec model to train random word vectors to get semantically-

enhanced word embedding. If a word is missing from the word2vec, WordNet and ConceptNet 

are utilized to identify a word that is similar to the missing word. This study used two different 

datasets: SMS Spam dataset from ML repository of UCI, and Twitter dataset containing 

scrapped tweets from the microblogging website, Twitter. For comparison of results, various 

experiments were performed on different techniques, such as ANN, SVM, RF, NB and KNN. 

The results of this research study concluded that SCNN performs the best on both datasets 

by achieving 94.40% accuracy from Twitter dataset, whereas 98.65% accuracy from SMS 

Spam dataset. 
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Table 2.2 Spam Detection using Deep Learning techniques. 

References Dataset Methods Results 

(Jain et al., 2018) Two datasets: 

SMS Spam and 

Twitter. 

SCNN, NB, ANN, SVM, 

KNN, and RF 

SCNN achieved the 

best results with 

98.65% accuracy 

rate from the SMS 

Spam dataset, and 

94.40% accuracy 

rate from Twitter. 

(Shahariar et al., 

2019) 

Real_life Spam 

Reviews 

OTT dataset has 

1600 instances 

and YELP dataset 

has 2000 

instances.  

LSTM, MLP, RNN, CNN, 

NB, KNN, and SVM 

LSTM achieved the 

best accuracy 

96.75% from the 

Yelp dataset, and 

94.56% from the 

OTT dataset. 

(Annareddy & 

Tammina, 2019) 

SMS Spam 

dataset contains 

5574 messages. 

CNN and RNN CNN achieved  

99.9% accuracy and  

RNN achieved 

99.8% accuracy. 

(Wei & Nguyen, 

2020) 

SMS Spam 

dataset has 81175 

messages. 

Lightweight Gated 

Recurrent Unit (LGRU) 

99.04% accuracy 

rate. 

(Saab et al., 

2014) 

Spam base of 

4597 instances  

 

ANN, SVM, NB, DT. 

 

94% accuracy 

achieved by ANN. 

 

(Y. Gao et al., 

2015) 

Email RNN 96.9% accuracy rate 

was achieved with 

RNN. 

(Ma et al., 2016) Twitter and Weibo 

datasets. 

LSTM and GRU LSTM achieved 

85.5% accuracy in 

Twitter and 89.6% in 

Weibo. While GRU 
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achieved 86.4% in 

Twitter and 90.8% in 

Weibo. 

(Jain, Gauri and 

Sharma, 

Manisha and 

Agarwal, 2019) 

SMS Spam 

dataset with 5574 

instances, and 

Twitter dataset 

with 5096 

instances  

LSTM, SLSTM, CNN, 

and SSCL 

SSCL achieved 

99.01% from SMS 

Spam dataset and 

95.48% accuracy 

rate from the Twitter 

dataset. 

(Wu et al., 2017) Twitter dataset  doc2vec, softmax 

classifie, and Word2ve 

All three algorithms 

performed well with 

more than 80% 

accuracy rate. 

(Soni, 2019) Phishing emails 

dataset contains 

8781 instances. 

LSTM , CNN, and 

THEMES 

THEMES achieved 

99.84%, which was 

better than LSTM 

and CNN. 

 

A study by Silva et al. (Silva et al., 2012) evaluated several types of ANN models for content-

based spam detection, such as SOM, MLP, RBF and Levenberg-Marquardt algorithm, and 

concluded that all these ANN models can be successfully deployed for spam detection. Similar 

to ANNs, Random Forest (RF) and other ensemble techniques have also performed as good 

classifiers in various applications. In 2019, Jain et al. introduced a novel technique called the 

Semantic Long Short Term Memory (SLSTM) (Jain et al., 2019a). In this method, an LSTM 

neural network is utilized with a semantics layer on top. Moreover, the word vectors are 

semantically enhanced before being employed in the LSTM for spam classification. In a 

separate study by Jain et al. (Jain et al., 2019b),  the SMS spam recognition was investigated 

by using a hybrid model called Sequential Stacked CNN LSTM (SSCL), which integrates the 

Long Short Term Memory (LSTM) and Convolutional Neural Network (CNN). 

Similarly, Srinivasan et al. conducted a research study (Srinivasan et al., 2021) to present the 

influence of word embedding in DL models for email spam recognition. Consequently, the 

study results exhibited that the suggested technique outperformed many other traditional 

email representation methods. The researchers of (Soni, 2019) presented THEMES, a DL 

model that employs an enhanced RCNN to identify phishing emails by evaluating the email 

header and text at both the character and word levels. The researchers demonstrated that 
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THEMES model provided the test result accuracy of 99.84%, which was better than both 

LSTM and CNN models. Instead of utilizing rule-based approaches, a research study by 

Hassanpour et al. (Hassanpour et al., 2018) used the word2vec package to convert emails to 

vectors. Later on, these vector representations are supplied into the learning model, which is 

a neural network. The study achieved 96% accuracy, which was much better as compared to 

the corresponding ML techniques. By analyzing the email samples content and extracting 

characteristics centered on word counts, stopword counts, punctuation counts, and 

uniqueness factors, the researchers of a study (Egozi & Verma, 2019) attempted to validate 

the suitability of using NLP approaches to identify phishing emails. In this study, 26 retrieved 

characteristics were utilized to train an ensemble-learning model based on linear kernel SVM, 

which was able to identify correctly over 80% of phishing emails and 95% of ham emails. 

Similarly, to identify emails as spam or ham, another research study by Seth and Biswas (Seth 

& Biswas, 2018) presented a hybrid CNN model that analyses both the textual and visual 

content. This CNN model was shown to have a high level of accuracy, with a score of 98.87%. 

Table 2.3 summarizes various DL-based studies for the detection of spam, along with their 

accuracy results. 
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Chapter 3 

Material and Methods 

3.1 Dataset Description  

This research study used the StackExchange dataset for the spam posts classification using 

the Machine Learning (ML) approach. This dataset was primarily extracted from StackExcha

nge by the Charcoal Company. For various experiments in this study, 311907 records and 1

7 attributes extracted from the dataset were utilized. All these items are related to the StackE

xchange posts. The attribute description is presented in Table 3.1. Moreover, Table 3.2 pres

ents a sample of this dataset. 

 

Table 3.1 The attribute description 

Variable Description 

title Title of the post 

body Post body containing the data related to post 

post_creation_date Post creation date  

username Username of post creator 

user_reputation User stars on forms 

score User profile score 

upvote_count Number of votes in favor of post 

downvote_count Number of votes not in favor of post 

is_tp Is the post a spam? If yes, then the value is true 

is_fp Is the post a ham? If yes, then the value is true 

is_naa Label, but used for a separate purpose away from spam 

revision_count Number of times the post is revised 

tags Tags related to the post 

markdown — 

link Links related to the post 

site_name The name of the site such as StackOverflow  

site_domain Link of the the website 
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Table 3.2 Sample of the dataset 

No. Title Body is_tp …. 

0 Calculate age in C# <p>Given a <code>DateTime</code> 

representing ... 

False …. 

1 Personalized icon next 

to the URL address in 

t.... 

<p><a 

href="http://tools.dynamicdrive.com/favi... 

False … 

 

Each post in the dataset was labelled as spam or not spam. Spam posts comprised of an ina

ppropriate content, whereas, the ham post contained real and efficient content. The ratio of e

ach type (spam and ham) of posts among all the posts was approximately half; as out of all 3

11907 posts, 120748 were classified as ham, and 191159 were spam posts. For the experim

ent purposes, the dataset was prepared by preprocessing it as follows. First, the title and bod

y attributes were merged to create a single Text attribute, and then the is_tp attribute was em

ployed for the target class, as presented in Table 3.3.  The study used 20000 posts from eac

h category constituting a total of 40000 posts for the experiments purposes. 

 

Table 3.3 Experimental dataset 

No. Text is_tp 

0 Calculate age in C# 

<p>Given a <code>DateTime</code> representing ... 

False 

1 Personalized icon next to the URL address in t.... 

<p><a href="http://tools.dynamicdrive.com/favi... 

False 

 

Subsequently, the dataset was visualised in terms of spam and ham data contents.  Figures 

3.1, 3.2, and 3.3 depict the most frequently used words in StackExchange posts.  Among 

them, Figures 3.1 presents the word frequency in the entire dataset, which shows that the 

most frequent word in these posts is “sex” which can be categorised among the spam content 

posts, while the second recurrent word is “code” as it is related to the StackExchange domain 

words, so it can be categorised in the ham posts. Figures 3.2 and 3.3 depict the most 

frequently-occurring words in both ham and spam posts. Therefore, it is quite evident from 

these figures that spam posts typically used many inappropriate words, whereas, the ham 

posts contain the codding-related terms.  
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Figure 3.1 Terms used in the entire dataset posts 

 

 

Figure 3.2 Terms used in ham posts in dataset 
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Figure 3.3 Terms used in spam posts in dataset 

 

Figure 3.4 contains the Word Cloud for the entire dataset, which incorporates all the terms 

used in the dataset. 

 

Figure 3.4 The Word Cloud for the dataset 
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3.2 Data Preprocessing 

The dataset contains plenty of raw and insignificant data, which is not helpful for training the 

Machine Learning models. For instance, the data items like punctuations, tags, links, numbers, 

and stopwords are not meaningful. Consequently, they were eliminated by using the 

preprocessing techniques, which included punctuations removal, numeric removal, tags, link 

removal, lower-case conversion, removal of words less than length two, stemming, 

lemmatization, and stopword removal. Summarily, these preprocessing techniques cleaned 

the dataset to reduce the complexity in features sets. Moreover, these techniques can help 

reduce the complexity in a dataset, such as removing numbers and punctuations that are not 

meaningful, which can help minimize the data size. Similarly, stemming and conversion to 

lower case can also assist to reduce complexity. For instance, many terms like ‘go’, ‘Go’ and 

‘GO’ are regarded as distinct features for many Machine Learning models, but after converting 

them to lower case, all of them are considered as ‘go’. Subsequently, the model will take all of 

these terms as a single feature. The details of various preprocessing techniques have been 

elaborated in the following subsections.  

3.2.1 Remove Tags and Links 

A typical post on stack exchange contains tags and links that are related to programming.  

These tags and links were removed from the data because they were not useful for the training 

of ML models. Furthermore, they are not meaningful, so they can create complexity in the 

features set. The results after removing tags and links are presented in Table 3.4. 

Table 3.4 Sample posts after removing tags and links 

Text After Removing Tags and Links 

Calculate age in C# 

<p>Given a <code>DateTime</code> Code 

representing formula for age calculation. The code 

is 

Calculate age in C# 

Given a DateTime Code representing 

formula for age calculation. The code 

is  

Personalized icon next to the URL address in  

<p><a href="http://tools.dynamicdrive.com/favi 

Personalized icon next to the URL 

address in  
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3.2.2 Punctuation Removal 

The punctuation marks are a necessary part of sentences to make their figurative meaning 

strong. However, they have no specific meaning in the context of training of ML models.  

Therefore, the punctuations were removed to reduce complexity in the features set. Table 3.5 

presents the results after the removal of punctuations. 

Table 3.5 Sample posts after removing punctuations 

After Removing Tags and Links After Removing Punctuation 

Calculate age in C# 

Given a DateTime Code representing 

formula for age calculation. The code is 

Calculate age in C 

Given a DateTime Code representing formula 

for age calculation the code is  

Personalized icon next to the URL address 

in  
 

Personalized icon next to the URL address in  

 

3.2.3 Convert to lowercase 

The convert-to-lowercase option is very important in text preprocessing because ML models 

are case-sensitive. Hence, for these models, terms like ‘Code’, ‘CODE’, and ‘code’ are 

different terms because of their ‘case’ differences but these terms have the same meaning.  

Therefore, each term was converted into the lower case, so that the complexity could be 

reduced; hence, all the terms with same spellings but different cases, such as ‘Code’, ‘CODE’, 

‘code’ would be converted into ‘code’.  The results of the operation of convert to lower case 

are presented in Table 3.6. 

Table 3.6 Sample posts after case normalization 

After removing punctuation After converting to lowercase 

Calculate age in C 

Given a DateTime Code representing 

formula for age calculation The code is  

calculate age in c 

given a datetime code representing 

formula for age calculation the code is  

Personalized icon next to the URL address 

in  

 

personalized icon next to the url 

address in  
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3.2.4 Remove stopword and less than length two words 

The stopwords are the parts of any sentence to make it more meaningful and understandable, 

but these stopwords have no individual meanings of themselves, such as ‘the’, ‘in’, ‘and’, ‘the’, 

‘of’, ‘it’, etc. We can notice that these stopwords have no individual meaning and are not 

valuable for ML model training. That is why these stopwords and all the characters with length 

of less than l two characters were removed to avoid any unnecessary processing for ML 

model. Table 3.7 presents the sample text after removing the stopwords.  

Table 3.7 Sample posts after removing stopwords 

After converting to lowercase Removing stopword and less 

then length two words 

calculate age in c 

given a datetime code representing 

formula for age calculation the code is  

calculate age  

given datetime code representing 

formula age calculation code  

personalized icon next to the url address 

in  

 

personalized icon next url address  

3.2.5 Stemming and Lemmatization 

We use stemming and lemmatization normalize the text, such as the stemming process 

converts each word into its root form. For instance, words like ‘representing’, ‘represented’, 

‘represents’ have the same connotation, but for an ML model, these terms are different. The 

stemming technique converts all these terms into their root form (i.e., ‘represent’), which 

reduces the complexity in text. Similarly, terms like ‘go’, ‘goes’, ‘gone’, and ‘going’ are the 

same in meaning, but different for ML models. Hence, the stemming process will convert all 

of these terms into the base form ‘go’, and the ML models will take them as a single feature 

‘go’ (Rustam, F. et al. 2021, Karaa et. al 2013, Mujahid, M. 2o21). For our dataset, we 

implemented the stemming and lemmatization techniques by using the porterstammer and 

WordNetLemmatizer methods in Python, respectively. The results after applying stemming 

and lemmatization are presented in Table 3.8. Moreover, data after applying the preprocessing 

and before applying preprocessing has been presented in Table 3.9. 
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Table 3.8 Sample posts after stemming and lemmatization 

Removing stopword and less then length 

two words 

After stemming and 

lemmatization 

calculate age  

given datetime code representing formula age 

calculation code  

calculat age  

giv datetime code representi 

formula age calculate code  

personalized icon next url address  personali icon next url address  

 

Table 3.9 Sample posts after implementation of preprocessing techniques 

Before preprocessing After preprocessing 

Calculate age in C# 

<p>Given a <code>DateTime</code> Code 

representing formula for age calculation. The code 

is 

calculat age  

giv datetime code representi formula 

age calculate code  

Personalized icon next to the URL address in  

<p><a href="http://tools.dynamicdrive.com/favi 

personali icon next url address  

3.3 Feature Extraction 

We used the ML algorithms on our dataset after preprocessing for spam and ham 

classification. These ML models were trained on a dataset containing both categories of posts. 

All the posts were in text form as we discussed in the dataset description section.  The ML 

models cannot take input in the text form, and they can only work on numeric data.  Therefore, 

we had to convert data into the numeric form for feature extraction. For this purpose, we 

employed popular feature extraction techniques, such as Bag of BoW (BoW), Term Frequency 

Inverse Document Frequency (TF-IDF), and Word2Vec. Among them, the TF-IDF is a 

weighted feature extraction technique frequently used in several previous studies for text data 

classification. It provides weighted features to ML models for better training. Similarly, the BoW 

technique is a simple term frequency count that has less complexity in features set. Therefore, 

it is also mostly used by the researchers in academic settings (Rustam, F. et al 2021, Mujahid, 

M. 2o21). Finally, Word2Vec is the latest technique, which utilizes neural networks to extract 

the features for ML models.  These techniques have been further elaborated in the following 

subsections. 
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3.3.1 Bag of Words (BoWs) 

It is a simple technique used to extract features from the spam and ham data by extracting 

simple term frequency. We implemented the BoW technique using scikit-learn library in 

Python. Features extracted by the BoW are too simple, which help to reduce the complexity 

in model learning. The BoW features on sample data have been presented in a table. 

3.3.2 TF-IDF 

TF-IDF is a weighted features extraction technique used to measure words in a document 

containing text.  It computes the weight for each term or word to identify its significance in the 

text, as opposed to the BoW technique, which only considers simple terms frequency. 

Primarily, TF-IDF is a combination of TF and ID: TF is the Term Frequency, which signifies 

how much a term is frequently present in the document, while IDF (Inverse Document 

Frequency) refers to how much that term weights in the whole corpus.  Mathematically, TF for 

a term ‘t’ can be computed as follows: 

TF =
Term frquency in a document

Total terms in document
 

While IDF can be computed as, 

IDF = log 
 Numbers of documents

Numbers of document contain term t
 

Now TF-IDF will be given as, 

tf − idf = TF ∗  IDF 

 

3.3.3 Word2Vec 

 

Word2vec is a feature extraction technique that follows the structure of a two-layered network. 

It vectorizes the text in the document under consideration and produces an output, which 

corresponds to a set of vectors representation of textual data in the document. Moreover, we 

can also describe Word2Vec as it converts each word into a corresponding vector. Primarily, 

it follows the distribution probability of a word occurring in the context of another word and 

clusters the co-occurred word features together into a single vector space. If provided an 



37 
 

ample amount of text data, the word2vec process can accurately guess the meaning of a word 

based on the past experiences. Consequently, a researcher can utilize the results of word2vec 

to determine the associations between the words. Finally, the Word2vec process produces an 

output vector set representation of words in which each word is associated with its 

corresponding vector.  

3.4 Supervised machine learning models 

This research study utilized seven different supervised ML models for the classification 

purposes. These models include RF, ETC, LR, SVC, KNN, GNB, and RNN, and they were 

implemented by using the scikit-learn library and Keras framework in Python. We used multiple 

models in this study, as we wanted to perform a comparative analysis among their 

performances. Subsequently, we found the best performing model for both the spam and ham 

posts classification. For tuning these models, we attained their best hyperparameters settings, 

. These hyperparameters for each model are presented in Table 3.11. 

Table 3.11 Hyperparameter settings for classifiers 

Model Hyperparameters range for tuning 

LR random state= 150, multi class=’ovr’, C=3 

RF n estimators= 300, random state= 150, max depth= 300 

ETC n estimators= 300, random state= 150, max depth= 300 

SVC kernel=linear, C=3.0, random state= 1000 

KNN Default setting 

GNB Default setting 

3.4.1 Support Vector Machine (SVM) 

Support Vector Machine (SVM) is a famous supervised ML model that can be used for either 

classification or regression problems. However, SVM models are mostly utilized in the 

classification challenges. In SVM model algorithm, the support vectors are simply the 

coordinates of individual observation. Moreover, an SVM classifier is an excellent method to 

segregate the binary classes in a dataset. In simple, SVM is a binary linear classifier that is 

based on the margin maximization principles, which perform structural risk minimization and 

improve the model complexity to achieve better generalization performance. Hence, SVM 

draws the best hyperplane to separate any data with the best margin as depicted in Figure 

3.5. We can observe that there are two target classes A and B, and there are two support 

vectors on the edge of both classes, which have the margins to separate this data. Finally, the 

SVM draws a hyperplane to separate the data in the best way. 

https://courses.analyticsvidhya.com/courses/introduction-to-data-science-2?utm_source=blog&utm_medium=understandingsupportvectormachinearticle
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Figure 3.5 Data classification by SVM 

 

In this study, we employed the SVM method to address the binary classification problem, as 

it can perform better, when the data is binary labeled. In our case, we have two classes (i.e., 

spam and ham posts), which can be efficiently and accurately categorised by SVM method. 

3.4.2 Logistic regression 

Logistic regression (LR) is a supervised ML algorithm from the field of statistics. It is 

considered as the go-to method for binary classification problems with two-class values. 

However, it can also be utilized for multi-class classification problems. This method is named 

as LR for the inherent function used at its core, which is referred to as the logistic function. This 

function also known as the Sigmoid function, and it was originally developed by statisticians 

to describe the properties of population growth in words, rising quickly, and maxing out at the 

carrying capacity of the ecology. Logistic regression is an S-shaped curve that inputs any real-

valued number and maps it into values ranging between “0” and “1”. It can be formulated as 

follows: 

1 / (1 + e^-value) 

Where, “e" is the base of the natural logarithms. In Figure 3.6, we depict how the logistic 

function separates the data in logistic regression process. 

https://www.analyticsvidhya.com/wp-content/uploads/2015/10/SVM_1.png
https://www.analyticsvidhya.com/wp-content/uploads/2015/10/SVM_1.png
https://en.wikipedia.org/wiki/Logistic_function
https://en.wikipedia.org/wiki/E_(mathematical_constant)
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Figure 3.6 Working of logistic function 

 

In our research study, we utilized LR method for its characteristics to classify the binary data 

very efficiently. Moreover, it can perform effectively if the features set is too large, as given in 

our case. 

3.4.3 Decision Tree (DT) classifier 

A Decision Tree (DT) is a supervised ML technique that can be utilized for the classification 

or regression problems. However, DT is usually preferred for solving classification problems. 

Primarily, the DT is a tree-structured model, where the internal nodes exhibit the features of a 

dataset and the branches represent the decision rules, and each leaf node shows the 

outcome. Therefore, a DT represents only two nodes, which are the decision node and leaf 

node. Among them, the decision nodes consist of multiple branches, and they are used to 

make any decision(s). Similarly, the leaf nodes are the output(s) of that decision. A DT simply 

asks a question, which is based on a binary answer(s): Yes or No. Therefore, it can perform 

better on the binary data, and it can be considered better for the non-linear data. Figure 3.7 

explains the generic structure of a DT. 
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3.4.4 Random Forest (RF) classifier 

Random forest (RF) is an ML technique that is used to solve both regression and classification 

problems. It usually utilizes ensemble learning, which is a famous technique for integrating 

multiple classifiers to provide solutions for more complex problems. RF algorithm consists of 

several decision trees (DTs). Consequently, a “forest” is generated by the random forest 

algorithm, which is trained through bootstrap or bagging aggregation process. Bagging is an 

ensemble algorithm that improves the accuracy of ML algorithms. RF algorithm establishes 

the outcome based on the predictions of the Decision Trees (DTs), and then it predicts by 

taking the average from various trees. Hence, if we increase the number of trees in an RF, 

then the precision of the outcome will also improve. 

The following are some important features of the RF classifier: 

• It is more accurate than the DT algorithm. 

• It offers an effective way to handle the missing data. 

• It produces a reasonable prediction without the tuning of hyperparameters. 

• It solves the problem of overfitting in DT. 

Figure 3.7 General structure of DT model 
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Figure 3.8 Random Forest 

 

3.4.5 Extra Tree Classifier (ETC) 

Extra Tree Classifier (ETC) or extremely randomized trees classifier is an ensemble technique, 

which involves the aggregation of outputs received by a number of non-correlated DTs. It 

works similar to a Random Forest (RF) with the main difference in the generation of DTs. The 

decision trees in ETC are constructed from the original sample of training dataset. Gini index 

is utilized for the selection of best possible features from a feature set of k random features at 

each node of the DT. Subsequently, a specialized criterion for features selection, known as 

the Gini importance, is integrated for the selection of best feature. 

3.4.6 K-Nearest Neighbors (KNNs) 

K-nearest neighbors (KNN) algorithm is a simple and efficient supervised ML algorithm. It is 

usually used to solve the problem of classification and regression. However, the major 

drawback of KNN classifier is that it becomes significantly slow, when the data size increases. 

The KNN model competes with the most accurate classifiers because it makes highly accurate 

predictions. In this way, we can utilize the KNN algorithm for applications that require high 

accuracy. 

3.4.7 Naïve Bayes classifier 

Naïve Bayes is a classification technique based on Bayes’ theorem with an assumption of 

independence among the predictors. Simply, a Naive Bayes Classifier (NBC) predicts that the 

presence of a specific feature in a class is unrelated to the presence of any other feature. For 

example, a fruit is considered an orange if it is round, yellow and about 2 inches in diameter. 

These features may depend upon each other or the existence of the other features. 

Nonetheless, all of these above properties separately contribute to the probability that this fruit 

https://courses.analyticsvidhya.com/courses/introduction-to-data-science-2/?utm_source=blog&utm_medium=6stepsnaivebayesarticle
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is an orange and that is why it is known as the “Naïve”. The NBC is easy and simple to 

implement and is particularly useful for larger datasets. In this way, it can outperform even 

highly sensitive classification methods. 

Naïve Bayes theorem provides a way of calculating posterior probability P(c|x) from P(c), P(x), 

and P(x|c). It can be formulated as follows: 

P(c|x) =
P(x|c)P(c)

P(x)
 

Where: 

• P(c|x) is the probability of  “c” given  “x” . 

• P(c) is the probability of “c”. 

• P(x|c) is the probability of “x” given “c”. 

• P(x) is the probability of “x”. 

3.4.8 Recurrent Neural Networks (RNNs) 

Recurrent neural networks (RNNs) are procured from the feedforward networks, which have 

the ability to model the sequential data. An RNN model works in a similar manner as our 

brains, as it generates predictive outputs based on information learned from the input data 

from the surroundings. In essence, RNNs are also considered as the feedforward neural 

networks, which work in the forward direction only. A typical RNN consists of three layers 

including input, hidden and output layers. The patterns from the input data are learned by 

cycling the data through a loop. The decision made by RNN is based on the current input and 

the information acquired from the previous inputs enable the RNNs to memorize the input data 

for a short period. Due to its ability to memorize the input data for a short period, RNN model 

is an excellent fit for our research study.  

3.5 Evaluation parameters 

We used four different performance parameters for the performance evaluation of our ML 

models. These evaluation parameters include accuracy, precision, recall, and F1 score. Using 

these parameters, we can also compute the confusion matrix values. A confusion matrix is an 

evaluation matrix mostly utilized in binary classification problems as in our case. It is formed 

by using four different values, which are True Positive (TP), True Negative (TN), False Positive 

(FP), and False Negative (FN). These values have been described in the context of our study 

in the following manner: 
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• TP occurs when our model predicts a post as ham and the actual label of the post was 

ham as well. 

• TN occurs when our model predicts a post as spam and the actual label of the post 

was spam as well. 

• FP occurs when our model predicts the post as ham, but the actual label of the post 

was spam. 

• FP occurs when our model predicts the post as spam, but the actual label of the post 

was ham. 

3.5.1 Accuracy 

Accuracy refers to the correctness of the ML models and we can compute the accuracy score 

by dividing the total correct predictions divided by the total number of predictions.  The range 

of accuracy score is from 0 to 1, where 0 is the minimum score, representing that the model 

could not make any correct predictions. On the other hand, 1 is the maximum score, and it 

defines that the model is 100% accurate. Mathematically, we can present the accuracy score 

as follows: 

Accuracy =
total number of correct predictions

total number of predictions
 

Moreover, we can also define accuracy in terms of TP and TN, as follows: 

Accuracy =
TP + TN

TP + TN + FP + FN
 

3.5.2 Precision 

Precision is the exactness of the model, which is computed as TP divided by the sum of TP 

and FP. The precision score range is from 0 to 1, where 0 is the minimum score while 1 is the 

maximum score. Mathematically, we can define precision score as follows: 

Precision =
TP

TP + FP
 

3.5.3 Recall 

The recall is a TP divided by the sum of TP and FN. The recall score range is from 0 to 1, 

where 0 is the minimum score while 1 is the maximum score. Mathematically, we can compute 

the recall score as follows: 
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Recall =
TP

TP + FN
 

3.5.4 F1 Score 

F1 score is also known as the F measure, which is computed as a harmonic mean between 

precision and recall. The F1 score range is from 0 to 1, where 0 is the minimum score while 1 

is the maximum score. We can compute the F1 score as follows: 

F1 score = 2 ∗ Precsion ∗ Recall 

Precision + Recall
 

3.6 Proposed Methodology 

The flow of the experimental approach to perform spam and ham posts classification using 

the supervised ML approach can be depicted in Figure 3.9.  

In our proposed methodology, first, the dataset was obtained from Charcoal Company. The 

dataset contains both spam and ham types of posts as presented in Table 3.12. To perform 

our experiments, we selected the title, body, and is_tp attribute (see Section 3.1). We 

combined the title and body (i.e., posts) to increase the number of features for the good fit of 

models. The original dataset was too large; therefore, to perform the experiments, we 

extracted a small subset in the dataset with an equal ratio of target classes as presented in 

Table 3.12. 

Table 3.12 Class distribution subset considered in this study in comparison with the original 

number of records 

Dataset Spam Ham Total 

Original 120748 191159 311907 

Subset (Experimental) 20000 20000 40000 

 Furthermore, we passed the experimental data through the preprocessing process, where we 

utilized a different technique using the NLTK library. More specifically, we various common 

techniques to preprocess the dataset by employing punctuation removal, numeric removal, 

tags and link removal, convert to lower case, stemming lemmatization, and stopword removal. 

These techniques with detailed descriptions have been elaborated in Section 3.2. After 

preprocessing of data, we split the dataset into training and testing sets. This data with divided 

with a 75:25 ratio; where 75% of data was utilized for model training, and the remaining 25% 
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of data was used for the testing of our models. Moreover, the splitting ratio of spam and ham 

posts is presented in Table 3.13. 

Table 3.13 Number of Test and Train samples 

Dataset Spam Ham Total 

Training set 14949 15051 30000 

Test set 5051 4949 10000 

After splitting the data, we performed feature extraction using the aforementioned techniques, 

TF-IDF, BoW, and Word2Vec. These feature extraction techniques provide the best features 

for the training of ML models. However, for RNN models, we did not use these features 

because Deep Learning models do not require any handcrafted features. After the feature 

extraction process, we trained the following aforementioned ML models: RF, ETC, LR, SVC, 

KNN, GNB, DT, and RNN. These models were trained on 75% of the total experimental data. 

After training of models, we evaluated the performance of these ML models using 25% of test 

data. Subsequently, all these models were evaluated in terms of the aforementioned 

performance parameters, such as accuracy, precision, recall, and F1 score. 

 

Figure 3.9 Architecture of Proposed Methodology 

All the experiments were conducted by using the Core i7 7th generation machine with a 

Windows Operating System (OS).  We used the Jupiter notebook with Python language to 

implement the ML models to perform our experiments. Furthermore, we utilized scikit-learn 

library, NLTK library, and Keras framework to implement all the required techniques in this 

research study. 
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Chapter 4 

Results and Discussion 

In this chapter, the details of the experiments conducted on the dataset along with their results 

are elaborated. There are seven Machine Learning (ML) models, including Decision Tree (DT), 

Support Vector Classifier (SVC), Random Forest (RF), Extra Tree Classifier (ETC), Logistics 

Regression (LR), K-Nearest Neighbor (KNN), and Gaussian Naïve Bayes (GNB), which have 

been employed in the classification process. These models can be divided into three different 

categories namely linear, probabilistic and tree-based classifiers. Among them, the Random 

Forest (RF), Extra Tree Classifier (ETC), and Decision Tree (DT) fall under the category of 

tree-based models. Moreover, Support Vector Classifier (SVC) and Logistics Regression (LR) 

are examples of linear models, whereas Gaussian Naïve Bayes (GNB) is a probabilistic 

classifier. The aforementioned classifiers are amalgamated with three different feature 

selection techniques that are Bag of words (BoWs), Term Frequency–Inverse Document 

Frequency (TF-IDF) and Word2Vec, and their results have been compared in order to discover 

the most accurate classifier. Finally, we applied Deep Learning (DL) mode Recurrent Neural 

Networks (RNNs) on the dataset to determine the impact of a DL model on the results.  

The examination of all the evaluation parameters leads to a foregone conclusion that two tree-

based classifiers that include Random Forest and Extra Tree Classifier provide the highest 

results with BoWs and TF-IDF methodologies, respectively. 

4.1 Results of all Classifiers with BoWs Feature Selection Method 

First, the above-mentioned seven classifiers were applied with the simplest feature selection 

technique, i.e., Bag of Words (BoWs). The evaluation parameters are presented in details in 

Table 4.1. The table also contains the class-wise Precision, Recall and F1-score metrics. The 

micro average and weighted average of Precision, Recall and F1-score are presented as well. 

Looking at the results, we can observe that the maximum accuracy is produced by Random 

Forest (RF) amounting to 84%. The rest of the three evaluation parameters also have the 84% 

value. Similarly, the Extra Tree Classifier (ETC) obtains the second highest results with 83% 

accuracy. These results are then followed by SVM classifier and Logistics Regression (LR) 

with 82% and 81% accuracy results, respectively. Here, the DT and KNN classifiers achieve 

slightly lower results, equal to 77% and 72%, respectively. Finally, the Gaussian Naïve Bayes 

classifier provides the lowest results with only 60% accuracy. Thus, it is pertinent to say that 

the tree-based classifiers (excluding the DT classifier) performed the best and linear models 

performed the second best with BoWs feature selection method. 
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Table 4.1: Results of all the models with BoWs feature selection method 

Model Accuracy Class Precision Recall F1 Score 

DT 0.77 0 0.78 0.75 0.77 

1 0.77 0.79 0.78 

macro avg 0.77 0.77 0.77 

weighted avg 0.77 0.77 0.77 

SVC 0.81 0 0.83 0.76 0.80 

1 0.78 0.85 0.82 

macro avg 0.81       0.81       0.81       

weighted avg 0.81       0.81       0.81       

RF 0.84 0 0.84  0.82 0.83 

1 0.83 0.85 0.84 

macro avg 0.84 0.84 0.84 

weighted avg 0.82 0.84 0.84 

ETC 0.83 0 0.82 0.84 0.83 

1 0.84  0.82 0.83 

macro avg 0.83 0.83 0.83 

weighted avg 0.83 0.83 0.83 

LR 0.82 0 0.85 0.77 0.81 

1 0.79 0.86 0.83 

macro avg 0.82 0.82 0.82 

weighted avg 0.82 0.82 0.82 

GNB 0.60 0 0.55 0.99 0.71 

1 0.96 0.22 0.36 

macro avg 0.76 0.61 0.54 

weighted avg 0.76 0.60 0.53 

KNN 0.72 0 0.85 0.52 0.65 

1 0.66 0.91 0.76 

macro avg 0.75 0.72 0.71 

weighted avg 0.75 0.72 0.71 

 

Table 4.2 presents the number of true positive (TP), true negative (TN), false positive (FP), 

and false negative (FN) records of each classifier. It breaks down the results in a more 

descriptive way to understand where a classifier surpassed the other and where it lacked. It 

can be clearly observed that RF classifier predicted the highest number of records by correctly 
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identifying 8371 records, and imprecisely identifying only 1629 records. The Extra Tree 

Classifier (ETC) identifies more records of class ‘1’ than the RF classifier. However, it fell 

behind the RF classifier in predicting the instances of class ‘0’. All the classifiers except 

Gaussian Naïve Bayes (GNB) predicted a greater number of classes ‘0’ correctly. In contrast, 

the GNB classifier predicted the 4900 instances of class ‘1’, which is more than even the RF 

classifier (the highest performing classifier). However, it has a substantial difference between 

the successfully identified instances of class ‘0’, where it could classify only 1121 records. 

Table 4.2: Confusion Matrix values of all the classifiers with BoWs. 

Classifier TP TN FP FN CP WP 

DT 3735 3938 1068 1214 7673 2282 

SVC 3773 4290 761 1176 8063 1937 

RF 4075 4296 755 874 8371 1629 

ETC 4150 4165 886 799 8315 1685 

LR 3803 4369 682 1146 8172 1828 

GNB 4900 1121 3930 49 6021 3979 

KNN 2585 4587 464 2364 7172 2828 

 

The graphical representation of the accuracy results for BoWs and rest of the three evaluation 

parameters are depicted in Figures 4.1 and 4.2 4.2, respectively. 

 

Figure 4.1: Comparison of accuracies of all the models with BoW 
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Figure 4.2: Model results using BoWs feature selection method 

 

4.2 Results of all Classifiers with TF-IDF Feature Selection Method 

In the second step, TF-IDF is utilized to extract the feature, and then these features are passed 

to all the seven classifiers. Looking at the results in Table 4.3, it is evident that ETC has 

outperformed all the other classifiers by achieving 84% accuracy, 84% precision, 84% recall 

and 84% F1-score. On the other hand, the results of RF classifier have dropped by 1%. 

Replacing the technique to extract features does not influence the results of SVM classifier, 

DT and Logistics Regression (LR), resulting in the same evaluation parameters as obtained 

in the first approach (i.e., BoWs method). On the other hand, it is observed that the 

performance of KNN classifier falls drastically by 10%. Similarly, the precision results of KNN 

drop from 75% to 68%, recall falls from 72% to 62%, and F1-score is reduced to only 58% 

from 71%. In contrast, the GNB classifier improves its outcomes in this approach by rising 

from 60% to 65%. These results exhibit that the weighted features trained the GNB classifier 

better than the count of number of features in BoWs. It is apparent that these results follow 

the same pattern as the results produced with BoWs technique. In general, two tree-based 

classifiers, RF and ETC, outperform all the other classifiers, followed by linear classifiers. 

Although the GNB classifier has improved in accuracy, it still has a significant difference in 

results compared to the other classifiers. 
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Table 4.3: Results of all the models with TF-IDF feature selection method 

Model Accuracy Class Precision Recall F1 Score 

DT 0.77 0 0.78 0.75 0.77 

1 0.77 0.79 0.78 

macro avg 0.77 0.77 0.77 

weighted avg 0.77 0.77 0.77 

SVC 0.81 0 0.80 0.82 0.81 

1 0.82 0.80 0.81 

macro avg 0.81 0.81 0.81 

weighted avg 0.81 0.81 0.81 

RF 0.83 0 0.84 0.82 0.83 

1 0.83 0.85 0.84 

macro avg 0.83 0.83 0.83 

weighted avg 0.83 0.83 0.83 

ETC 0.84 0 0.84 0.84 0.84 

1 0.84 0.84 0.84 

macro avg 0.84 0.84 0.84 

weighted avg 0.84 0.84 0.84 

LR 0.82 0 0.81 0.82 0.82 

1 0.82 0.81 0.82 

macro avg 0.82 0.82 0.82 

weighted avg 0.82 0.82 0.82 

GNB 0.65 0 0.59 0.98 0.74 

1 0.94 0.33 0.49 

macro avg 0.76 0.66 0.61 

weighted avg 0.77 0.65 0.61 

KNN 0.62 0 0.79 0.31 0.44 

1 0.58 0.92 0.71 

macro avg 0.68 0.61 0.58 

weighted avg 0.68 0.62 0.58 

 

From Table 4.4, we can observe that RF classifier detects five less from class ‘1’ and twenty-

one less from class ‘0’ correctly. Whereas, ETC identifies more records of class ‘0’ in this 

experiment, leading to the highest results. Regarding the DT model, there is no variation in 

the number of records predicted in both the classes, and it identified the exact same number 
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of records as it did in the previous approach. Even though, the accuracies of logistics 

regression and SVM classifier remained unchanged, both these classifiers predicted a smaller 

number of records of class ‘1’ in BoWs approach, which increased by using TF-IDF technique. 

In addition, the number of successfully identified records in case of class ‘0’ decreased slightly. 

However, the GNB classifier behaved in contradiction in case of both the approaches. 

Moreover, the KNN classified more correct records of class ‘0’ as opposed to the GNB 

classifier that classified a greater number of records of class ‘1’ than the records of class ‘0’. 

Clearly, the overall values of GNB classifier have increased and the values of KNN have 

decreased. 

Table 4.4: Confusion Matrix values of all the classifiers with TF-IDF 

Classifier TP TN FP FN CP WP 

DT 3735 3938 1068 1214 7673 2282 

SVC 4066 4059 992 883 8125 1875 

RF 4070 4275 776 879 8345 1655 

ETC 4154 4237 814 795 8391 1609 

LR 4073 4115 936 876 8188 1812 

GNB 4842 1677 3374 107 6519 3481 

KNN 1532 4644 407 3417 6176 3824 

 

The graphical representation of the accuracy results and rest of the three evaluation 

parameters are presented in Figures 4.3 and 4.4, respectively. 

 

Figure 4.3: Comparison of accuracies of all the models with TF-IDF 
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Figure 4.4: Model results using TF-IDF feature selection method 

 

4.3 Results of all Classifiers with Word2Vec Feature Selection Method 

In this final set of experiments, the word2Vec feature selection method is used to convert 

features into vectors for the classification process. By evaluating the experimental results, it is 

observed that the performance of tree-based and linear classifiers declined marginally. The 

RF classifier and ETC both have the same accuracy, recall and F1-score equal to 82%, only 

difference being in precision. The precision of RF classifier is 82%, while the precision of ETC 

is 82%. Similarly, the DT classifier, which remained the same in previous two approaches, 

experienced a dip of 5%. Interestingly, it can be observed that none of the feature selection 

techniques had any impact on the results of the SVM classifier. It remained 77% in all three of 

the approaches. The value of LR classifier dropped by merely 1%. Overall, the linear 

classifiers obtained consistent results. The GNB classifier and KNN both experienced an 

increase of 1% and 5%, respectively. Despite that, both these classifiers were the lowest 

performing classifiers among all the others. 
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Table 4.3: Results of all the models with Word2Vec feature selection method 

Model Accuracy Class Precision Recall F1 Score 

DT 0.72 0 0.71 0.73 0.72 

1 0.72 0.70 0.71 

macro avg 0.72 0.72 0.72 

weighted avg 0.72 0.72 0.72 

SVC 0.81 0 0.79 0.85 0.82 

1 0.83 0.77 0.80 

macro avg 0.81 0.81 0.81 

weighted avg 0.81 0.81 0.81 

RF 0.82 0 0.83 0.79 0.81 

1 0.80 0.84 0.82 

macro avg 0.82 0.82 0.82 

weighted avg 0.82 0.82 0.82 

ETC 0.82 0 0.83 0.82 0.82 

1 0.82 0.83 0.83 

macro avg 0.83 0.82 0.82 

weighted avg 0.83 0.82 0.82 

LR 0.81 0 0.79 0.84 0.82 

1 0.83 0.78 0.80 

macro avg 0.81 0.81 0.81 

weighted avg 0.81 0.81 0.81 

GNB 0.66 0 0.61 0.86 0.71 

1 0.76 0.46 0.57 

macro avg 0.69 0.66 0.64 

weighted avg 0.69 0.66 0.64 

KNN 0.67 0 0.69 0.63 0.66 

1 0.66 0.72 0.69 

macro avg 0.68 0.67 0.67 

weighted avg 0.68 0.67 0.67 

 

Table 4.6 presents the variation in the values of correct and incorrect predictions of class ‘0’ 

and class ‘1’ with word2vec feature selection technique. Looking at the DT classifier, there is 

very little difference in the values of true positive, true negative and false negative. However, 

the number of false positives has risen considerably, resulting in the decline in accuracy. The 
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number of true positives increased slightly in case of LR classifier but there was decrement in 

the values of true negative, making the accuracy reduce by 1% from 82% to 81%. 

Furthermore, the SVM classifier showed an increase in the number of true positives and fall 

in the true negative values. However, the overall accuracy remains same in case of SVM. In 

addition, the RF and ETC classifiers both dropped in the true positive and true negative cases, 

leading to a reduction in the overall accuracy. In spite of the reduction in the accuracies of the 

tree-based and linear models, they still performed the best among the remaining classifiers. 

Table 4.6: Confusion Matrix values of all the classifiers with Word2Vec 

Classifier TP TN FP FN CP WP 

DT 3644 3518 1482 1356 7162 2838 

SVC 4228 3859 1141 772 8087 1913 

RF 3952 4203 797 1048 8155 1845 

ETC 4099 4151 849 901 8250 1750 

LR 4197 3903 1097 803 8100 1900 

GNB 4290 2277 2723 710 6567 3433 

KNN 3173 3576 1424 1827 6749 3251 

 

The graphical representation of the accuracy results and rest of the three evaluation 

parameters are depicted in Figures 4.5 and 4.6, respectively. 

 

Figure 4.5: Comparison of accuracies of all the models with Word2Vec 
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Figure 4.6: Model results using TF-IDF feature selection method 

4.4 Result Comparison of the classifiers with all three feature selection 

methods 

We have evaluated all the results and concluded that two tree-based classifier (i.e., Random 

Forest (RF) and Extra Tree Classifier (ETC)) outperformed all the other classifiers, regardless 

of the use of feature selection technique. It is worth mentioning that both these classifiers are 

a type of ensemble learning technique. This is the reason that simple Decision Tree classifier 

(another tree-based model) could not perform well. The primary reason for the tree-based 

models to produce better results as compared to the remaining models is that the data in the 

given dataset is linearly inseparable, which implies that if we map the data on a two-

dimensional hyperplane, we cannot divide it by a separator. We noticed that these classifiers 

worked efficiently with all of the three feature selection techniques. However, the results in 

case of Word2Vec technique had reduced slightly. This implies that simple features in the form 

of term frequency and weighted features in TF-IDF technique have been able to get higher 

results than the vectors in Word2Vec. Another notable result is that the accuracy of all the 

linear classifiers, SVM classifier and logistics regression classifier remained unchanged 

throughout. The results in case of Logistic Regression (LR) classifier dropped by 1% in 

Word2Vec feature selection method. As opposed to the tree-based classifiers, the Gaussian 

Naïve Bayes (GNB) classifier produced the lowest results overall. Despite the accuracy with 

each feature selection technique, GNB classifier could not produce quality results. As we 
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know, one of the main assumptions in naive bayes modeling is that the features are 

independent of each other when conditioned upon class labels. However, in the given dataset, 

the feature is fairly dependent which led to the deterioration of the final outcome. Another 

important point is that unlike other classifiers, the Naïve Bayes classifier operates on the 

default parameters. This implies that the same parameters are utilized on every type of data, 

and we cannot tune the hyperparameters in order to obtain the maximum possible results. 

This could be another reason for the limited results of Naïve Bayes classifiers.  

4.5 Results of Recurrent Neural Network (RNN) 

In addition to the ML classifiers, a Deep Learning (DL) model namely Recurrent Neural 

Network (RNN) was also applied on the given dataset. As presented in Table 4.7, the RNN 

model achieved 82% accuracy, precision, recall and F1-score. In comparison, this DL model 

could not improve the highest obtained accuracy by any of the ML models, i.e., 84%.  

Confusion matrix, created by RNN model, is represented in Table 4.8. The model identified 

marginally more instances of class ‘0’ successfully than instances of class ‘1’. Consequently, 

the value of false positives is 949 and false negatives is 817. 

Table 4.7: Results of Recurrent Neural Network 

Accuracy Class Precision Recall F1-score 

 

0.82 

0 0.83 0.81 0.82 

1 0.81 0.84 0.83 

macro avg 0.82 0.82 0.82 

weighted avg 0.82 0.82 0.82 

 

Table 4.8: Confusion Matrix of Recurrent Neural Network 
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Figure 4.7: Results of Recurrent Neural Network (RNN) 
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Chapter 5 

Conclusion 

StackExchange is a well-known question-and-answer online platform that facilitates online 

users to ask and respond various questions related to different fields. Being an online platform, 

it is not safe from the threat of spammers. Consequently, the spammers can post both spam 

questions and answers, thereby making it a major problem for StackExchange. For instance, 

these spams can render some posts as inappropriate and useless for the genuine users. To 

overcome the spam detection system, the spammers keep changing the behaviour of spam 

posts every now and then, making it more challenging for the researchers to develop an 

accurate spam detection system. Although many ML-based spam detection systems have 

been developed, there is still a lot of room for improvement. Therefore, our research study 

proposes an efficient and more accurate ML-based spam questions detection system using 

the StackExchange dataset for the training of the ML models. The dataset contains spam and 

ham questions posted online on StackExchange website from which 20,000 records were 

selected for each target class. This text dataset was preprocessed to remove any unnecessary 

data for an effective training of the ML models, which include RF, ETC, LR, SVC, KNN, GNB, 

and RNN. All these models (or classifiers) can work only with the vector representation of the 

text data. For this purpose, we extracted the vector features using three different feature 

extraction techniques namely BoW, TF-IDF and Word2Vec. Based on these settings, we 

performed extensive experiments in exploitation of accurate system. Our results showed that 

two tree-based models (including RF and ETC) outperformed the other ML models with 84% 

accuracy when combined with BoW and TF-IDF, respectively. We conclude that these models 

involve an ensemble structure, which enables them to work efficiently in detection of spam 

questions. On the other hand, performance of linear models and DL models is comparatively 

low. These results show that the proposed approach is effective with lesser time consumption, 

and it requires less cost for the detection of spam questions on StackExchange. Consequently, 

these spam detection systems can effectively remove the spam posts before they are viewed 

by online users of the website. 

5.1 Limitations 

It has been observed that the spammers tend to create new ways of posting of online websites 

by bypassing the spam detection systems. In case of our proposed system, spammers can 

always explore and attempt new ways to bypass our detection system. Therefore, 

improvement in the proposed system can be performed by involving a strong learner system 

that is an ensemble of multiple weak learners. Several effective feature selection techniques 
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mutual information and many more can be integrated to reduce the feature set size for an 

efficient training of the ML models.  

5.2 Future Work 

In our future work, we aim to implement new feature selection techniques for the extraction of 

most significant features in order to attain a accurate training system for our ML models. 

Furthermore, another future direction is to integrate the DL models involving memorization of 

input data for longer period. For instance, the Long Short-Term Memory (LSTM) models can 

be deployed for memorization of input data.  
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