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Abstract

There have been many works using deep learning models to predict the saliency map of

an image. This project studies how to use different methods and the pros and cons of each

method under different data sets. And based on MobileNet, a fast and effective method is

proposed. Use MobileNet to extract features, and then multiply and link with the visual

prior layer to obtain a visual saliency map. This method only needs to use 10% of the

computing resources of the original method to achieve similar estimation results.

Keyword: Visual saliency prediction, Convolutional Neural Network, MobileNet, Real-
time algorithm.
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1. Introduction

1.1. Problems

Research in the field of cognitive science shows that the visual attention mechanism

makes the human visual system have very powerful data processing capabilities.

The human visual system can quickly focus attention on important areas in the scene.

This selective perception mechanism greatly reduces the amount of data processed by the

human visual system, allowing humans to complete more complex visual processing

tasks, such as objects recognition, video understanding, etc. We call this mechanism

visual saliency, which means that when a human is observing a certain area, there is a

local area in the field of vision that can attract human visual attention, and this local area

is called a saliency area (Wang and Shen 2018).

People also try to introduce this mechanism into the computer vision information

processing process to improve the computer’s ability to process images. With the

development of computer vision, saliency maps are widely used to describe the notable

parts of images. And there are many data sets based on saliency map representation, such

as CAT2000, SALICON and so on. Therefore, our problem is defined as: input an image

and predict the saliency map of the image.

Saliency map prediction is a basic type of work, and many cutting-edge work are based

on saliency maps, such as object tracking (Wang et al. 2021).

Nowadays, there are many works that use deep learning models to predict the saliency

map of an image. This project studies the performance of different methods on the data

set, analyzes the pros and cons between them, and finally proposes a new model to

predict the saliency map of the image.
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1.2. Aims and Objectives

Visual saliency map prediction is a basic task in the field of computer vision. It can

enable the computer to quickly search and locate targets when facing images, and

improve its ability to quickly obtain important information from massive image and video

data. On the one hand, It can be more important for image and video information

distribution limited computing resources. On the other hand, the results of visual

visibility is more suitable for human vision cognitive needs. Therefore, visual saliency

prediction plays an important role in object recognition, image compression, image

search and redirection. At present, a bottom-up data-driven attention mechanism is

usually used, that is, the image's attention to people. Only the viewpoint is driven by

visual cues to move salient areas in the scene. With the deepening of research on neural

networks, many models have been applied to the field of prediction and prediction on

visual maps.

Although many models have been proposed in the field of saliency prediction of

computer vision, and a large number of applications have appeared, there is still a lack of

clear comparison between these models in terms of time, accuracy, configuration and so

on. Traditional VGG and ResNet models take too long to train, and they often need to be

run on the server if they want to run in real time. As a pre-module of visual task, visual

saliency prediction often requires very fast running speed. MobileNet can be dramatically

faster with only a small loss of precision and can run in real-time only on the CPU. This

is also in line with the direction the visual saliency prediction task is heading: faster and

lighter.

The goals of this project are:

1. Reproduce the current advanced work in the field of visual saliency prediction, and test

and compare them.

2. Propose a new model for predicting the visual saliency of images.
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2.Background

2.1. Eye Fixation Data Set

In order to understand where people see in an image or scene, a dataset of human eye

gaze has been collected. Currently, there are two popular methods to attract human

attention. Use eye tracking devices and simulate mouse movements.

2.1.1. CAT2000

CAT2000 was launched in February 2015 and was obtained using eye-tracking

equipment. It has a total of 4000 images, consisting of 2000 training images and 2000 test

images. For the test images, the line-of-sight data of 24 observers is retained for each

image.

2.1.2. SALICON

The SALICON data set is the largest data set in the field of image human eye focus

detection so far. The SALICON dataset publishes the eye movement data of the training

set (10,000 sheets) and the validation set (5,000 sheets), but retains the eye movement

data of the test set (5,000 sheets). However, this data set does not use an eye tracker to

record eye movement data, but allows the annotator to use the mouse to click on the

location of his concern. The actual eye movements recorded by the eye tracker are very

different from those recorded by the mouse. Nevertheless, in view of the large scale of

the SALICON data set, it is widely used by the current mainstream saliency detection

model based on deep learning technology.
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Figure 1 SALICON example, the left picture is the input image, the right picture is the Visual

Saliency ground truth.

2.2. Evaluation method

Because the problem is defined as a saliency map for predicting visual saliency, the

prediction result can be evaluated by comparing the distribution of the saliency prediction

result P and the real human eye attention distribution Q . Here are a few A common

evaluation index. In the following formula representation, i represents the ith pixel.

2.2.1. KL divergence

Kullback-leibler divergence is mainly based on information theory and is often used to

measure the distance between two probability distributions.

KL(P, Q) =
i
Qi¬ log(ϵ +

Qi
ϵ + Pi

)
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Among them, ε represents a small regularization coefficient. The cross entropy index is

an asymmetric measurement index. The smaller the cross entropy, the more accurate the

significance estimation result. The index of cross entropy is very sensitive to the zero

value, and will produce a very large penalty for sparse human eye focus prediction.

2.2.2. CC

The linear correlation coefficient (CC) is a statistical indicator used to measure the

correlation between two variables. When using this metric, the significance prediction

result P and the real human eye attention distribution Q are regarded as random variables,

and the linear correlation between them is calculated.

CC(P, Q) =
cov(P, Q)
σ(P)σ(Q)

Among them, cov() represents covariance, and the value range of this statistical indicator

is [−1,+1]. When the value of this indicator is close to −1 or +1, it means that the

significance prediction result is highly similar to the true value calibration.

2.2.3. SIM

The similarity metric (SIM) indicator regards the saliency prediction result P and the real

human eye attention distribution Q as a probability distribution. After normalizing the

two, calculate the The minimum value is obtained by adding up at the end.

SIM(P, Q) =
i
min¬ (Pi′, Qi′) =

i
min¬

Pi
iPi¬

,
Qi
iQi¬

When the similarity measure is 1, it means that the two probability distributions are the

same; when it is 0, it means that the two are completely different.

2.2.4. NSS

Normalized Scanpath saliency (NSS) metrics are specifically defined for importance

model evaluation. The idea is to quantify the value of the protrusion of the fixed position

of the eye and standardize the dispersion of the protrusion.
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NSS(P, Q) =
1
N i

Pi − μ(P)
σ(P)

¬ Qi

The smaller the indicator, the more accurate the prediction result.

2.3. Neural network

Alex Krizhevsky made a historic breakthrough in the CNN model proposed by ILSVRC

in 2012. The effect greatly surpassed the traditional method and won the championship of

ILSVRC2012. The model is called AlexNet. First use of deep learning in large-scale

image classification. After AlexNet, a series of CNN models such as VGG and ResNet

appeared. As models grow deeper and more sophisticated, as structures are designed, the

cognitive abilities of deep learning models exceed those of humans.

In recent years, work in the field of visual saliency prediction usually uses VGG or

ResNet as a feature extraction module, and then links the features to the output layer

through a convolutional neural network. This project also uses VGG16 and ResNet50 to

test the prediction results of different models.

2.3.1. Multilayer Perceptron

MLP(Multi-layer Perceptron) is an artificial neural network whose cyclic structure maps

input vectors to output vectors. MLPS consist of multiple interconnected hierarchies,

each of which is fully connected to the next. Except for the input node, each node is a

neuron (or processing unit) and is linked to a nonlinear activation function. The same

back propagation algorithm is usually used to train MLP to converge.
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Figure 2 Neural network neuron. The original image is from http://cs231n.stanford.edu/

The input layer of the first layer, the hidden layer in the middle and the final output layer

constitute the basic structure of MLP. The product of the input factor and the weighted

value is provided to the summation node in the form of neuronal bias. This allows it to

solve complex problems quickly.

Suppose there are m samples and n features, and the input is X ∈ ℝm× n . Suppose a

multilayer perceptron containing a hidden layer, whose weight value and bias are Wℎ ∈

ℝ n×ℎ, bℎ ∈ ℝ 1×ℎ. If the output label value is q, the weight value and deviation parameter

of the output layer are respectively Wo ∈ ℝ ℎ×q, bℎ ∈ ℝ 1×q . By the following formula to

calculate can be used to calculate the output of the output of the hidden layer and output

layer.

H = XWℎ + bℎ

O = HWo + bo

The formula tells us that the latter input is the output of the previous layer. The above

formula is just a linear transformation of the data. In order to achieve the classification

effect, in addition to nonlinear transformation, every level (except the input level) needs



15

to introduce activation function. The general activation functions are Relu, Sigmoid and

tanh function.

ReLU function:

y = max(x, 0)

sigmoid function:

y =
1

1 + e− x

tanh function:

1 − e− 2x

1 + e− 2x

For general MLP, the mathematical expression is as follows:

Consider the l layer l = 1,2, ... . Input of the activation function is zl , and output after

activation is xl . The activation function is expressed as σ , the activation output of the

previous layer is the input of the next layer, and the formula of the l layer is as follows.

zl = Wlxl− 1 + bl

xl = σ(zl)

The entire network is differentiable, so the network can be learned by methods such as

gradient descent.
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Figure 3 Multi-layer perceptron, fully connected network structure. The original image is from

https://cs231n.github.io/convolutional-networks/

2.4. Convolutional Neural Network

There are three obvious drawbacks when using fully connected neural networks to

process large images.

1. First, if we expand the image to vectors first, spatial information is lost.

2. Second, too many parameters will lead to low efficiency and difficult to train.

3. Finally, a large number of parameters will lead to overfitting of the network.

Based on the above three problems, convolutional neural network is proposed.

Convolutional neural network changes the connection mode of ordinary neural network,

and each layer of neuron has three dimensions of width, height and depth. The number of

network layers is expressed by network depth. If the image of CIFAR-10 is taken as the

input of the convolutional neural network, the dimensions of the input data represent the

width, height and depth of the image respectively. With a convolutional neural network,

not all neurons are connected to each other, but only to a small region in the upper layer.

Considering the CIFAR-10 classification network, the dimension of its output layer is

1x1x10. Because its output is a vector containing the classification score. Through the
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last part of the convolutional neural network structure, the whole size image is

compressed into.

Input layer, convolution layer, relu layer, pooling layer and full connection layer (full

connection layer, i.e. traditional neural network structure) are the basic components of

convolution neural network. A complete convolutional neural network is obtained by

combining and nesting the above layers. Generally, convolution layer and relu layer are

collectively called convolution layer because of binding. Therefore, compared with the

fully connected network, the convolution layer also passes through the activation function

after the convolution operation. When the data passes through the neural network, in

addition to the activation function, the weight W and neuron bias B are also calculated.

However, new parameters are not introduced in the calculation of relu layer and pooling

layer. The network can converge by training the parameters of convolution layer and full

connection layer. Thus, the classification score calculated by convolution neural network

matches the label of each image in the training set to achieve the function of

classification.

Figure 4 Convolutional neural network structure. The original image is from

https://www.run.ai/guides/deep-learning-for-computer-vision/deep-convolutional-neural-networks/

As shown in Figure 4, the convolutional neural network combines neurons in three

dimensions: width, height and depth. The 3D input data of each layer is converted into

3D activation data of neurons through convolution neural network, and finally output

new 3D data.
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2.4.1. Convolutional layer

The topic layer of convolution neural network is convolution layer. Most operations in

the network are caused by the convolution layer. Convolutional neural network has the

following three main characteristics:

1. Filtering function of convolution layer. The parameters of convolution layer are

essentially composed of a group of trainable filters. The depth of each filter matches the

input data, while the width and height are relatively small. In fact, the filter obtained from

the training network can learn to be activated when seeing a specific type of visual

features. This visual feature can be a specific pattern or an edge with strong contrast.

2. It can be regarded as an output as a whole. Because the unified layer has the same filter.

3. Very few parameters. Because of the characteristic of convolutional neural network:

weight sharing. The number of parameters is very small, which reduces the over fitting

caused by too many parameters.

Figure 5 max pooling. The original image is from http://cs231n.stanford.edu/

Due to the limitation of computer operation ability, it is impossible to fully connect each

neuron to all neurons in the previous layer, especially when processing high-dimensional

input (such as image and video). Therefore, the amount of computation can be reduced by
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connecting each neuron only to the local area of the input data. The range covered by its

connection is called the receptive field of convolution kernel. The setting of receptive

field is a super parameter, which can not be obtained automatically by computer. In the

depth direction, the input depth is the depth of the convolution kernel.

A very important advantage of convolutional neural network is to reduce the number of

parameters through weight sharing. If the convolution kernel at each position adopts

different values, the resulting network parameters are very many and easy to over fit.

Weight sharing is derived from natural a priori. For natural images, each position should

be highly consistent. If a function can scope a specific spatial location, it should also be

available for other spatial locations. Based on this assumption, the number of parameters

can be significantly reduced.

Figure 6 average pool. The original image is from http://cs231n.stanford.edu/

2.4.2. Pooling layer

Using the experience similar to the traditional neural network, a pool layer is inserted

between the convolution layers to prevent the network from over fitting. Its function is to

gradually reduce the size of the data space, so as to reduce the total amount of parameters

used, speed up the calculation speed, and prevent over fitting. Maximizing the pool refers

to taking the maximum value in each target area instead. Figure 5 is a maximization pool

that becomes 2 and the step size is 2. It takes the largest value in each 2 * 2 area as a

substitute for this target area.

The average pool is just as the name suggests, replaced by the average value, as shown in

Figure 6.
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2.4.3. vgg and ResNet

There are many classic structures for extracting features in convolutional neural networks,

such as vgg and ResNet. Among them, the block structure of vgg drives the development

of neural network modularization (Simonyan and Zisserman 2014). ResNet alleviates the

problems of gradient disappearance and gradient dispersion caused by the deepening of

the network, and a deeper and stronger network becomes possible (He et al. 2016) .

Figure 7 vgg neural network structure. The original image is from "Very deep convolutional

networks for large-scale image recognition"

Simplicity is the biggest feature of vgg, which is mainly reflected in the following points:

1. The convolution kernel parameters are the same in all convolution layers, which are 3,

that is, the width and height are 3 * 3. And using strips as 1 and padding as 1, the tensors

before and after the convolution layer have the same spatial dimension.

2. The pooled layer also has the same parameters, and the pooled layer with size of 2 is

used.
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3. By stacking multiple convolution layers and pooling layers into blocks, and then

stacking blocks to form a neural network, the model makes the stem Rongyi form a

deeper network structure.

According to the experiment, the performance of the model depends largely on the depth

of the model. With the increase of network layers, the network can fit a larger function

space, so more complex patterns can be extracted. Therefore, theoretically, with the

deepening of the model, the ability of feature extraction should become stronger. Does

the network always increase performance as the depth increases? Experiments show that

when the depth reaches a certain value, the performance of the depth network will

deteriorate. The accuracy of the network will gradually stabilize with the increase of

depth, no longer improve or even decline. We can see from figure 8. The layer 56

network is worse than the layer 20 network. The training error of 56 layer network is also

very high, so it is not an over fitting problem. I know that the gradient disappears or

explodes in the depth network, which makes it difficult to train the depth learning

model.

Figure 8 The error of the 20-layer and 56-layer network on CIFAR-10. The original image is from

"Deep residual learning for image recognition."

As the depth increases, the depth network becomes difficult to train. Considering a

shallow network, a deep network can be constructed theoretically by stacking new neural

network layers upward. The worst case is that the newly added layer degenerates to

identity mapping without learning anything, thus replicating the properties of the shallow

network. In this case, the function that the shallow network can fit should be a subset of
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the deep network, and the deep network should not have performance loss. This is

precisely because gradient disappearance and explosion make training difficult.

Figure 9 Residual learning unit. The original image is from "Deep residual learning for image

recognition."

Based on the above theory, residual learning is proposed. Consider an ordinary stacking

network. If the input is x, the learned function is recorded as H(x). The original learning

feature is F(x) = H(x) + x. In order to ensure that the accuracy does not decrease with the

increase of depth, learning residuals are used to replace learning features. When the

residual is zero, the network degenerates to identity mapping and retains the original

network performance. On the contrary, the network performance has been improved.
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Figure 10 ResNet neural network structure. The original image is from "Deep residual learning for

image recognition."

Why is residual learning easier than direct learning. It will be proved by mathematical

derivation. The residual unit can be expressed as

yl = H(xl) + F(xl, Wl)

xl+1 = f(yl)

Where xlandxl+1 represent the input and output of the lth residual block. F is the residual

function representing the learning residual. The residual block is represented by a multi-

layer structure. Based on the above formula, a residual learning characteristic formula is

obtained as follows:

xL = xl +
i=l

L− 1
F¬ (xi, Wi)

Use the chain rule to find the gradient of the inverse process:

∂loss
∂xl

=
∂loss
∂xL

∂xL
∂xl

=
∂loss
∂xL

(1 +
∂
∂xL i=l

L− 1
F¬ (xi, Wi))

The first factor in the formula ∂loss
∂xL

represents the slope close to the loss function. 1 in

parentheses indicates that the shortening mechanism can propagate the gradient losslessly,
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and the other indicates that the residual gradient must pass through the weighting layer,

and the gradient does not pass directly. The slope of residuals is not so random that they

all happen to be - 1. Even if they are relatively small, the existence of 1s will not make

the slope disappear. So residual learning will be easier. It should be noted that the above

derivation is not rigorous evidence.

Deep residual networks have many bypass branches. The main difference between

conventional and deep residual networks is that their inputs are directly connected to the

subsequent layer, allowing the subsequent layer to learn the residual directly. Therefore,

there are some problems such as information loss and information transmission, which

appear in the traditional convolution layer or full connection layer. ResNet alleviates this

problem. Protect the integrity of information by passing input information directly to

output. The whole network only needs to learn the difference between input and output to

reduce the difficulty of training.

Convolution and pooling itself have an infinitely strong a priori. According to the

concentration of a priori probability density, a priori can be divided into strong and weak.

Weak priors often have high entropy, such as Gaussian distribution with large variance.

A weak a priori means that the data has more or less freedom to change parameters.

Strong a priori has lower entropy, such as Gaussian distribution with small variance.

Strong a priori parameters play a decisive role in the final output result.

Consider an infinitely strong a priori, which sets the probability of some parameters to

zero, and these parameters cannot be assigned no matter how large the data is.

Different from fully connected networks, convolutional neural networks have infinitely

strong priors for some weights. The performance is that no matter how the convolution

kernel moves in the spatial scale, the weight of the hidden unit must be equal to the

weight of the adjacent unit. This also requires that in addition to the neurons within the

small spatial receptive field of the hidden unit, the prior weight of other neurons is zero.

In short, we can use convolution with infinitely strong a priori probability distribution for

the parameters in one layer of the network. This shows that the functions to be learned in

this layer only include local connection relations, and have translation and other
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variability. The pooling layer also has an infinitely strong a priori, so that each element

should have local translation invariance.

Considering convolution network as a fully connected network with infinite strong a

priori is more at the understanding level, but it will not be done in practical

implementation. This also reflects the problems of two convolutional neural networks:

1. Convolution and pooling will lead to under fitting. Because there is a strong a priori,

convolution and pooling are correct only when a priori is satisfied. If it is necessary to

retain very accurate spatial information in the image, convolution and pooling may bring

irreversible information loss, resulting in under fitting.

2. When comparing the statistical learning performance of convolution model, it can only

be compared with other convolution models in baseline. Because the network without

convolution model may not have permutation invariance.

Convolution network is an early use of back propagation and effective training in depth

network. However, it is not completely clear why back propagation is successful in

convolutional neural networks. It may be because convolutional neural network is more

efficient than fully connected network. More conducive to training.

Convolution network provides an idea of specialization of neural network to extract two-

dimensional image topology, which also guides the development direction of neural

network.

3.Related Work

3.1. ML-net

Multi-level network uses VGG-16 as a feature extraction network, and stitches the third

pooling layer (256 channels), the last pooling layer (512 channels), and the last

convolutional layer (512 channels) together (Cornia et al. 2016). If the input image tensor



26

is (3, H,W) , after the feature extraction network, a network of size (1280, H/8,W/8) is

obtained.

After linking the Dropout layer with a probability of 0.5, a 64-channel 3 × 3 convolution

kernel, and a 1 × 1 convolution kernel are used to integrate the channel output feature

map.

Figure 11 ML-net network structure. The original image is from "A deep multi-level network for

saliency prediction."

Psychological research shows that when observers look at the image, their eyes are

shifted to the center.

The main reasons for this phenomenon are as follows:

1. Photographers tend to place objects of interest in the center of the image.

2. When people repeatedly look at the image with important information in the center,

they naturally hope to find the content with the largest amount of information in the

image center.

3. In fact, when there is no significant area, humans tend to look at the center of the

image.

Therefore, when performing bilinear interpolation on the feature map, multiply the visual

prior to get the final prediction result. Among them, the visual a priori is no longer

manually set, but is learned by the neural network.
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3.2. LSTM-based SAM

The author of ML-net later proposed an LSTM-based model (Cornia et al. 2018).

Compared with ML-net, the author uses multiple sets of visual priors to model the central

deviation in human gaze. This model links a convLSTM layer after the feature extraction

model as its attention module.

ConvLSTM is the traditional LSTM extension to spatial features: formally, this is

achieved by replacing the dot product with a convolution operation in the LSTM equation.

In addition, it is the sequential nature of LSTM, which processes features in an iterative

manner, rather than using models to process the time dependence in the input.

Figure 12 LSTM-based network structure. The original image is from "Predicting human eye

fixations via an lstm-based saliency attentive model."

The following figure shows the saliency prediction on four sample images, using the

output of the ConvLSTM module at different time steps as the input to the rest of the

model. It can be noted that the prediction is gradually refined by modifying the initial

graph given by CNN. This improvement makes the prediction performance significantly

enhanced.
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Figure 13 The LSTM-based structure allows the network to restore the human eye’s attention

mechanism as much as possible, but this also leads to a rapid increase in the amount of computing.

The original image is from "Predicting human eye fixations via an lstm-based saliency attentive

model."

Different from ml net, the network uses multiple sets of prior constraints, each dictionary

is constrained by a two-dimensional Gaussian function, and can freely train the mean and

covariance matrix. This enables the network to fully learn its prior knowledge from the

data without relying on the assumptions of biological research. The convlstm output

tensor has 512 channels, so after connecting the learned a priori, we get a tensor with 528

channels. The generated tensor is connected to the tensor of 512 channels through the

convolution layer. I copied the whole previous training module twice to add more

nonlinearity to the model.

In addition, the author mentioned that one of the main disadvantages of using CNNs to

extract saliency prediction features is that in the feature extraction stage, CNNs will

rescale the input image significantly, thereby reducing the prediction accuracy. So the

author designed a modified VGG-16 and ResNet-50 model network structure, using hole
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convolution to replace the previous convolution. This allows the model to improve the

output resolution of the CNN while maintaining the operation scale and the number of

parameters of the convolution filter.

3.3. other methods

In addition to ML-net and LSTM-based SAM, many scientists have also made their own

explorations in the field of visual saliency map prediction.

Zhao et al. proposed a multi context deep learning significance detection model

considering global and local context information to reduce the computational time

complexity (Zhao et al. 2015). The first step is to segment the input image, and each

region obtained by segmentation is regarded as a rectangle in the center of the box. Then,

set two boxes. One is the frame of the whole image size, and the other is the frame of 1 /

3 of the image size. Then we normalize them and apply them to convolutional neural

network models based on global and local context respectively. Finally, a regressor is

used to fuse their outputs and send them to the network model to obtain the final

significance image. Compared with traditional methods, the detection time of this

algorithm is significantly reduced.

Wang et al. proposed a significance detection algorithm combining local estimation and

global search (Wang et al. 2015). The local estimation step uses a deep neural network

(dnn-g) composed of three convolution layers and three full connection layers based on

neighborhood low-level features to detect local significance, and then combined with

high-level target search. Further improve the local highlight image. In the global search

phase, another depth neural network (dnn-g) is constructed by using and extracting the

local saliency image, global contrast and geometric information as the description of

global features, and using the 72 Vitter feature of each target candidate region. Organize

into layers to predict significance values at the global level. Finally, according to the

significance of each extruded object region, the final extruded image is generated.
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Figure 14 multi-context deep leaning saliency detection model pipeline. The original image is from

"Saliency detection by multi-context deep learning."

Most of the above-mentioned saliency detection algorithms based on deep learning

models only use CNN to extract high-level features in images, giving up various prior

information that has been proven effective in previous studies. Secondly, due to the large

number of layers of convolutional neural network models, The final saliency image often

has the characteristics of unclear and fuzzy boundaries.

Li et al. focused on solving the problem of saliency map ambiguity in saliency detection.

An end-to-end deep comparison network architecture is proposed (Li and Yu 2016). The

model only needs to run on the input image once to obtain the saliency map with the

same resolution. The network model consists of two parts: pixel level full convolution

layer and each space pool layer. The pixel level full convolution layer obtains the pixel

level saliency map from the input image and infers the saliency object. Spatial pooling

layer can more accurately describe the regional boundary by extracting segmentation

features. Finally, conditional random field (CRF) is used to obtain the final significant

image by combining two significant images.

Liu et al. proposed a deep convolutional network (DHSnet), which first automatically

learns various saliency features globally, and roughly predicts the input image globally to

generate the initial saliency image, then through the proposed hierarchical recursion

Convolutional Neural Network (Hierarchical Recurrent Convolutional Neural Network),

which integrates local context information, and gradually refines the salient image details
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(Liu and Han 2016). The model presents the characteristics of from global to local, from

overall coarse to gradually fine, and finally gets better The detection effect.

Lee et al. added a priori information to the significance detection model and proposed a

significance detection algorithm combining low-level and high-level features. The coded

low-level distance map encodes the low-level features of the image to supplement the

high-level features (Lee et al., 2016). The multi-level fully connected neural network is

used to combine the high-level and low-level features to obtain the salient image.

Hou et al. proposed a saliency detection algorithm based on holisticall nested edge

detection algorithm and introduced a short connection skip layer (Hou et al. 2017). In

order to solve the problem that the saliency image is too smooth and the boundary is not

clear. They optimize the full connection conditional random field and use multiple short

connections to apply advanced features to the shallow layer, so as to better find the

significant region and obtain high-quality saliency images.

Zhang et al. proposed a two-way messaging model for significant object detection (Zhang

et al. 2018). The model combines multi-step function to realize significance detection.

We first use multi-scale context aware feature extraction, as shown in Figure 5. A module

for extracting multi-level features and obtaining context information (mcfem). Secondly,

a two-way structure is established between multi-level functions to transfer information.

This structure allows high-level features from deeper to shallow, low-level features from

shallow to deeper in the opposite direction, and higher and lower features are combined

into each level. At the same time, it is expected that a gate function will be used to

control the speed of information transmission, discard redundant features and useful

features, and stack extended convolution layers to generate multiple saliency graphs. The

final saliency image is obtained by fusing different receptive fields and the final predicted

saliency image.
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Figure 15 Bi-directional Message Passing Model pipeline. The original image is from "A bi-

directional message passing model for salient object detection."

3.4. Model analysis

With the deepening of research, the results of prediction on visually significant maps are

getting better and better. But the model has become more and more complex, and the

time-consuming that often brings is also increasing rapidly. Let us review the classic

works of verses significant map prediction and find a way to improve performance.

Both ML-net and SAM are classic works in the field of visual saliency prediction, and

both use the two-stage method for prediction. First use ResNet or Vgg images to extract

features, then link with the visual prior layer, and finally link to the output. This project

will focus on the impact of different visual feature extraction backbones on the results.

Vgg is a classic work in visual feature extraction. Its structure is very simple and regular

(Simonyan and Zisserman 2014). Although the use of 3x3 convolutional layers reduces

the amount of some parameters, as the number of layers deepens, the amount of

parameters also rises rapidly, resulting in more memory usage and slower speed.
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According to the above conclusions, to increase the depth of the network, the solution

space of the shallow network is included in the solution space of the deep network.

However, as the depth increases, the difficulty of network optimization also rises rapidly,

but no better solution can be found. The residual network ResNet solves this problem (He

et al. 2016). The residual network makes it possible to train a deeper network, thereby

improving the accuracy of prediction. But ResNet is still limited by the huge amount of

parameters, slower speed and more memory usage.

In practical applications, visual saliency prediction can be used as a pre-work for other

tasks. This requires that the algorithm should take up as little resources as possible and

get results quickly. Therefore, Vgg and ResNet are not the final answer to feature

extraction for visual saliency prediction. According to the latest developments in the field

of image feature extraction network research, MobileNet uses very few parameters to

achieve accuracy close to that of Vgg and ResNet (Howard et al. 2017). The following

will introduce MobileNet and the visual saliency prediction model based on MobileNet.

4.Our Method

4.1. MobileNet

In order to be used on mobile or embedded devices, such a large and complex model is

difficult to be applied. On the one hand, the model is too large, which will lead to

insufficient memory resources. On the other hand, many scenarios require high

responsiveness or low latency. For example, automatic driving vehicle detection system

needs to be very fast. This makes a small and accurate CNN model very important.

The current research summary is divided into two directions. One is to compress or

quantify the existing model to make it meet the needs faster. The other is to design and

train a small model directly.
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In short, the goal is to improve the speed of the model, reduce parameters and maintain

the accuracy of the model. MobileNet is a small model directly designed and proposed by

Google. It still maintains high accuracy under the real-time operation speed.

So far, MobileNet has three versions. A key innovation is to use deep separable

convolution instead of the original ordinary convolution layer and standard convolution

layer. The depth level separable convolution can be decomposed into two smaller

operations: depth by depth convolution and pointwise convolution.

The biggest difference between depth convolution and standard convolution is that.

Without changing the depth of the input feature image, the convolution kernel is divided

into a channel type, and the convolution results obtained by each channel are summed.

Pointwise convolution is a kind of 1 × 1 convolution, whose main function is to increase

or reduce the dimension of characteristic graph.

Assuming that the input is a feature map of DW × DH × M , where M is the number of

input channels and N is the number of output channels, the convolution kernel used is

Dk × Dk. Then the parameter quantity of using standard convolution is Dk × Dk × M × N,

and the calculation quantity is Dk × Dk × M × N × DW × DH.

Under the same conditions, the parameter amount of the depth separable convolution is

Dk × Dk × M+M × N , and the calculation amount is DK × DK × M × DW × DH +M ×

N × DW × DH . Both the number of parameters and the amount of multiplication and

addition operations can be reduced to the original 1/N + 1/DK
2 . For the commonly used

3 × 3 convolution kernel, the amount of calculation can be reduced to 1/9 of the original.

As shown in the figure below, the left picture is the traditional convolution, and the right

picture is the depth separable convolution.
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Figure 16 The left is the basic unit of ordinary convolution, and the right is the basic unit of

MobileNet convolution. MobileNet uses fewer parameters to complete the approximate task. The

original image is from "Mobilenets: Efficient convolutional neural networks for mobile vision

applications."

MobileNet uses the above-mentioned depth separable convolution to replace the original

traditional convolution, which greatly reduces the amount of calculation. The following

figure shows the structure of the 28-layer MobileNet network.
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Figure 17 MobileNet construction. The original image is from "Mobilenets: Efficient convolutional

neural networks for mobile vision applications."

We have completed the visual saliency prediction task based on MobileNet. As shown in

the figure below, the entire network is divided into two parts: the feature extraction

network based on MobileNet and the regression network combined with the visual prior.

4.2. MobileNet-v2

The network designed for deep learning applications on the mobile terminal and

embedded terminal enables the ideal speed requirements to be reached on the CPU.

MobileNet-v2 was proposed, which is an upgraded version of MobileNet-v1.

Compared with mobilenet-v1, mobilenet-v2 does not have many modifications, mainly

including:

1. Introduce shortcut structure (residual network).
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2. Carry out 1x1 convolution according to the depth, increase the number of channels in

the feature map, and realize the expansion of the feature map. (inverted residual block,

ordinary residual block has 2 channels and multiple directors, and there are fewer

channels in the characteristic diagram (hourglass shape). There are fewer channels at both

ends of inverted residual block, and there are more characteristic channels in the middle

(shuttle form).

3. Abandon the relu activation function after pointwise exit and use the linear activation

function to prevent relu from breaking the function.

The biggest feature of MobileNet-V1 is the use of depth-wise separable convolution to

reduce the amount of calculation and the amount of parameters, but in the network

structure, there is no shortcut method. The success of a series of networks using shortcuts,

such as Resnet and Densenet, shows that shortcuts are a very effective structure.

MobileNet-V2 brings this structure into it. The characteristic of MobileNet is depth-wise

separable convolution, but applying depth-wise separable convolution directly to the

residual block will encounter the following problems:

1. The number of input channels determines the amount of feature information extracted

from dwconv layer. If the previous residual block is used, first "compress" and then

convolution to extract the features, then the DWConv layer can extract too few features,

so at the beginning Without compression, MobileNet-V2 does the opposite, expanding

first at the beginning, and the "expansion" multiple of the experiment in this article is 6.

Usually the residual block is compressed first, then convolved to extract features, and

finally expanded. MobileNet-V2 becomes first expansion, then convolution to extract

features, and finally compression. Therefore, this process is called Inverted residuals.

2. When using first expansion, then convolution to extract features, and finally

compression, a problem will be encountered after compression, that is, Relu will destroy

the features. Why does Relu here destroy features? This is determined by the nature of

relu itself. Relu converts all negative inputs to zero outputs. Therefore, some features will

be "lost" after using relu. This is obtained from the experimental results. This

phenomenon is also known as linear bottlenecks.
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4.3. Feature extraction network

The feature extraction network used in this project uses the 28-layer non-linear layer part

of MobileNet. For the image whose input is (H,W, 3) , this part outputs a tensor of

( H
32
, W
32
, 512) . Same as ML-Net, in order to reduce the loss of information caused by

continuous pooling, the last pooling layer is deleted. The final Feature extraction network

outputs a tensor of ( H
16
, W
16
, 512).

4.4. Prior learning

As in LSTM-based SAM, this project uses multiple Gaussian vision priors. Use the two-

dimensional Gaussian distribution as the human visual prior:

f(x, y) =
1

2π |Σ|1/2
exp −

1
2
(x − μ)TΣ− 1(x − μ)

Combine the 12 a priori layers with the feature extraction network, and the resulting

tensor is linked to a tensor of 512 channels through the 5 × 5convolutional layer. Finally,

link the output result to the output.

4.5. Loss function

As shown in 2.2, in order to evaluate the visual saliency prediction from different

perspectives, the saliency prediction is usually evaluated through different indicators. So

a new loss function came into being, which is given by a linear combination of four

different significance evaluation indicators. The overall loss function is defined as

follows:

L(w) = λ1KL(y災 , y) + λ2CC(y災 , y) + λ3SIM(y災 , y) + λ4NSS(y災 , y)

Its definition is the same as 2.2.
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5.Experiment

5.1. Experimental setup

All codes are implemented based on pytorch, trained on the SALICON dataset and tested

the results.

5.2. Implementation process

5.2.1. The construction of the data set

The SALICON data set is implemented, which inherits the torch.utils.data::Dataset class,

and normalizes the input image, and resizes the attention map to (30,40). Finally, use the

torch.utils.data::DataLoader class to make the data available for training and testing.

5.2.2. Initialize using MobileNet’s pre-trained model

The deep convolutional neural network model has a large number of layers and many

parameters that need to be trained, which makes it very difficult to train a deep

convolutional neural network from scratch. At the same time, training a deep network

usually requires a large number of data sets. So I used the pre-trained model of

MobileNet officially provided by pytorch for initialization.

After bringing in the input (3,240,320) of the data set, the overall network architecture is

shown in the figure:
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Figure 18 MobileNet-based visual saliency network architecture. The input picture size is (240,320),

and the output prediction result is (30,40).
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Using a batch of data to test the current network, we can see the output structure based on

the mobilenet pre-training model.

Without training, the result on the right is not close to the ground truth. However, it can

be seen that after using the pre-training model, the network has extracted information

such as the edge texture of the picture.

Figure 19 The left column is the standardized input; the middle column is the ground truth

corresponding to the input; the right column is the estimated result after using the Mobilenet pre-

training model.

After training, we can see that the estimation result on the third column is very close to

the ground truth in the second column in Figure 19. By comparing the display results of

different models, we can find that the LSTM-based SAM model has the best effect, while

the effects of the remaining three models are not much different.
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Figure 20 From left to right, the first column is the standardized input image; the second column is

the corresponding ground truth; the third column is the result of the input image through the

MobileNet-based network; the fourth column is the input image through the ML-net ( Vgg16)

network to get the result; the fifth column is the result of the input image through the ML-net

(ResNet34) network; the last column is the result of LSTM-based SAM (ResNet34).

5.3. Comparison with related work

Through the above-mentioned data set processing and model training, I evaluated the

four models obtained through training. The configuration used for training is CPU: amd

5600X and GPU: 2080Ti, and the environment is pytorch=1.81+cuda111, both of which

are iterated on SALICON for 200 epochs to convergence, and the best performance is

selected for testing.

The convergence curve of each model is shown in the figure:
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Figure 21 The convergence curve of MobileNet-based .

The performance of each model on SALICON is shown in the table.

CC SIM NSS Params(M) Flops(G) FPS

TRAINING

TIME

ML-Net(Vgg16) 0.672 0.592 2.123 138.4 15.5 2.52 3 days

ML-

Net(ResNet34)

0.725 0.631 2.342 21.8 3.68 10.6 1 day

SAM(ResNet34) 0.842 0.742 3.162 32.2 5.46 7.18 2 days

MobileNet-based 0.693 0.607 2.158 3.6 0.319 122.9 4 hours

Tabel 1 compareison with related work
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The first half of the table is the performance of various models in different evaluation

indicators. Same as intuitive perception, SAM performed the best, and the other three

were not much different. The pie chart is shown in Figure.

Figure 22 evaluation results of each model

The value range of the statistical indicator CC is [-1,+1]. When the index value is close to

-1 or +1, it can be clearly explained that the predicted result is similar to the true index

value increase. The closer the value of CC is to 1, the more accurate the prediction. We

can see that MobileNet-based defeated ML-Net (Vgg16), slightly inferior to ML-Net

(ResNet34). And SAM (ResNet34) performed best.

The statistical indicator SIM represents the similarity. When the similarity is 1, it means

that it is completely the same; when it is 0, it means that it is completely different. In this

indicator, MobileNet-based is slightly stronger than ML-Net (Vgg16), and there is a gap

between the two indicators.
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But overall, the above four methods performed equally on CC and SIM, and MobileNet

did not lose much accuracy due to the increase in speed.

The statistical indicator NSS is normalized scanpath saliency. The smaller the indicator,

the more accurate the prediction result. SAM performs poorly in this indicator, while the

other three have little difference.

The model parameters (params), calculations (flops), frame per second (FPS) and training

time are also included in the indicators, as shown in Figure. It can be seen that the

MobileNet-based method greatly reduces the amount of calculation and speeds up the

running time.

Figure 23 the performance of each model

Finally, in order to further verify the experimental results, the following figure compares

more data. From the experimental results, it can be obtained that the MobileNet-based

model predicts the attention results in natural pictures very well.
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Figure 24 The left column is the standardized input; the middle column is the ground truth

corresponding to the input; the right column is the estimated result after using the Mobilenet pre-

training model.
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6.Conclusion
Through the above experiments, the MobileNet-based visual saliency prediction

algorithm effectively solved the previous slow problem. Using a very small number of

parameters, an accuracy similar to the previous work was achieved. Continue to improve

accuracy will be the future research direction.

The processing and characteristics of the answer is to increase the speed of the model,

and a part is discarded. Extracting the same processing, how to convert the features

extracted by the neural network into visual saliency is also a point worth studying.

1. Compare simple feature processing models. I used a priori cognitive layer and feature

level, and then linear interpolation to predict the saliency map. This is a relatively simple

method, this is a relatively simple method. Based on the time of human natural

perspective. But in fact, when humans are processing image tasks, their attention will

change over time. The appearance of the actual LSTM-based SAM model in the

simulated image will be much better than that based on MobilNet. By adding a transfer

processing module, the LSTM-based SAM method can find the most important points

when capturing attention points in the image.

2. The hypothesis of this layer of prior attention is the same graph as ML-Net, and the

model will be easier to look at the data set. Starting from the perception of human vision,

the left and right vision should be more or less conscious, that is, if the same target

appears, if we are interested, we may get the same attention. Our hypothetical foresight

layer does not have this, it seems that our model is easy to master the data set. And there

is a problem of being lower than the original image.

A better idea is to use multiple Gaussian distribution layers as a priori. The learnable

parameters are those of Gaussian distribution. And it solves the problem of being low

relative to the original image.

In addition, with the advancement of research, the problem of visual saliency prediction

may continue to advance in the following two areas. This will also be our future research

direction:



48

1. Since visual saliency prediction does not have an accurate and universal definition in

the academic world, the features used in saliency detection are often derived from

previous experience or the researcher’s own understanding. The saliency image generated

based on these features detection that are often limitations. The commonly used features

are low-level or intermediate-level features such as color, brightness, distance, and

direction. If the features in the image can be further expanded and explored, the saliency

detection will get better results. The accuracy and robustness of recognition will also be

greatly improved.

2. When facing a complex scene, the human eye can automatically and quickly locate the

saliency object area through the combination of bottom-up and top-down visual attention

mechanisms. However, most of the existing saliency detection algorithms only imitate

one This mechanism either detects saliency objects from bottom to top based on low-

level and intermediate features, or extracts high-level features through machine learning,

and generates saliency images from top to bottom. However, traditional saliency

detection methods are due to the complexity of the environment. The limitation of low-

level features has the problem that the expected results cannot be achieved; deep learning

models that only use high-level features are difficult to locate salient objects, so

combining high-level features with low-level features for detection is the current research

trend.
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