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Abstract 

With the rise of several advanced communication technologies that are characterised 

by simplicity in communication, email remains the most commonly used 

communication system. Therefore, attackers take advantage of its popularity and 

exploit the weakest link in cybersecurity which is the human user by launching phishing 

email attacks. Over the years, social engineering attacks and particularly phishing 

email attacks have posed a threat to worldwide security and the economy, causing 

considerable damage to governments, enterprises, banks and Internet users. 

Moreover, the considerable rise and spread in phishing email attacks explain that the 

existing solutions strategies are not effective against such these attacks. However, 

machine learning approaches are achieved remarkable performance in order to detect 

phishing emails. Furthermore, the email content analysis is significant in order to detect 

a phishing email because most social engineering methods or tricks are embedded in 

the content. Thus, the current study presents an intelligent classification model that 

can distinguish between phishing emails and legitimate emails based on advanced 

features and content-based emotion and sentiment features. Six supervised machine 

learning algorithms are compared (Random Forest, Decision Tree, Support Vector 

Machine, Naive Bayes, Gradient Boosting and Extreme Gradient Boosting) to select 

the best model for solving the classification problem. The models applied achieved a 

notable improvement in classification accuracy through various algorithms; 99.33% 

and 98.08% accuracy are achieved using the Random Forest and Naive Bayes 

algorithms, respectively. Moreover, 99.52% accuracy is achieved using the Extreme 

Gradient Boosting algorithm. 
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1.1 Research motivation 

Despite the numerous advanced communication systems being used around the 

globe, email remains widely used as a major communication system, especially for 

official purposes. Moreover, most developed applications and government websites 

require personal information to be confirmed via email. As such, it is apparent that 

email is not on the verge of becoming obsolete in the foreseeable future. However, as 

a result of the ease of communication via email and its universal popularity, hackers 

have launched phishing attacks to exploit personal and sensitive information. 

According to Gangavarapu et al. (2020), the most dangerous and profitable crime that 

involves phishing is identity theft such as criminal or financial identity theft, commercial 

identity theft or identity cloning. The European Union Agency for Cybersecurity 

(ENISA) reported that phishing emails ranked third in the list of the top cyber threats in 

2020 (ENISA 2020a). Moreover, phishing is one of the main contributors to data 

breaches and is the most popular method of malware propagation with 94% being 

conducted via email (ENISA 2020b). Financial institutions were the most targeted 

sector by phishing attacks from the fourth quarter of 2020 until the second quarter of 

2021 with incidences up from 22.5% of all attacks in the fourth quarter of 2020 to 29.2% 

in the second quarter of 2021 (APWG 2021). Figure 1 depicts the most targeted 

industries by phishing in the second quarter of 2021.  

 

Figure 1 : The most targeted industries – 2Q 2021 (APWG 2021) 
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Importantly, more sophisticated and dangerous attacks such as advanced persistent 

threats (APTs) can be initiated via phishing email attacks. It is evident that Internet 

users are still considerably plagued by many phishing attacks and their adverse 

effects. Consequently, there is an urgent need to better detect phishing emails in order 

to protect users from such attacks. The main motive of the current study is to prevent 

phishing email attacks by developing a phishing email classifier that can classify 

phishing emails based on email attributes (header, presence of URL etc.) and content-

based emotion and sentiment attributes to restrict these attacks from accessing users 

and compromising security. 

1.2 Research statement 

The increase in phishing email attacks indicates that the existing strategies are not 

effective. Although there are advanced detection approaches, these have critical gaps 

that result in them being inadequate in the real world. Moreover, machine learning (ML) 

techniques for detecting phishing emails do not consider the emotion and sentiment 

attributes of emails along with other features. Therefore, building a model based on 

combining popular attributes with the emotion and sentiment attributes of emails is 

more likely to detect phishing emails, thereby enhancing performance.  

The current study addresses the following research question: 

• Are the emotion and sentiment features aid in detecting phishing emails? 

1.3 Research aim and objectives 

1.3.1 Aim 

The main purpose of the current study is to detect phishing emails by developing a 

supervised ML model based on advanced multiple attributes that can distinguish 

between phishing and legitimate emails from a combined dataset, as well as 

investigating the performance of various ML classification algorithms using 

evaluation metrics to identify the best ML model.  

1.3.2 Objectives 

To achieve this aim, several objectives will be realised: 

• Find dataset(s) containing phishing and legitimate emails and read the content. 
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• Determine the features that are able to differentiate between phishing and 

legitimate emails. 

• Extract fields from emails and apply natural language processing (NLP) to pre-

process the dataset(s). 

• Find the lexicon or package to extract emotion and sentiment features. 

• Develop a script to extract the determined features and build ML models. 

• Compare the results of the six ML algorithms to reveal the algorithm that 

achieves the best scores in terms of multiple evaluation metrics for classifying 

phishing email. 

1.4 Target audience 

The intended audience of the current study is people who are interested in or want to 

become involved in research in the field of developing security applications using 

supervised ML algorithms, particularly in the field of detection phishing emails. 

Moreover, the findings will be of interest to email providers that may like to incorporate 

the classifier into their webmail services.  

1.5 Dissertation organisation 

The structure of the dissertation comprises six chapters and it is organised as follows:  

Chapter 2 Background and literature review: This chapter introduces the significant 

theoretical information as well as the existing literature relating to phishing email 

attacks and existing solutions to phishing email attacks in order to make the 

subsequent chapters easier to comprehend and explain the need to develop a 

classifier for phishing emails. 

Chapter 3 Methodology and implementation: This chapter describes the selected 

methodology by presenting the framework used to develop a classifier for phishing 

emails and explains the implementation of the framework stages. 

Chapter 4 Results and evaluation: This chapter presents the outcomes of 

implementing the presented framework stages. Furthermore, it supports our findings 

by comparing them with prior studies. Finally, it proposes an architecture for phishing 

email classifiers in future. 
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Chapter 5 Conclusion: This chapter summarises the findings of the study, as well as 

identifying potential limitations and considering areas that researchers may like to 

explore in future work. 

Chapter 6 Reflection on learning: This chapter reflects on the lessons that have been 

learned as a result of the current study. 
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2.1 Overview  

There is a need to have knowledge of the basic concepts of phishing emails and the 

structure of emails in order better comprehend the following chapters. Therefore, this 

chapter is divided into two primary sections: background to phishing email attacks and 

a literature review. The first section starts with a general familiarisation with phishing, 

followed by a brief explanation of ML algorithms. It then explains the structure of an 

email and how to prepare email datasets for the ML model. Finally, related works on 

this study are offered in the second section. 

2.2 Background to phishing email attacks 

This section delves into phishing email attacks, including definitions, types, lifecycle, 

impacts and countermeasures. 

2.2.1 Definition of phishing 

Social engineering (SE) has emerged as a serious threat in virtual environments and 

it is an efficient means of attacking information systems because it is based on the 

psychological manipulation of users to obtain their confidential information. 

Depending on the SE techniques applied, attackers can take advantage of human 

tendencies to access a system because the weakest link in cybersecurity is 

predominately the human operator. Moreover, attacks carried out through SE are 

considered to be one of the APTs by exploiting a greater amount of users’ personally 

identifiable information (Sharma and Bashir 2020). Therefore, SE attacks are the 

most powerful tool utilised by attackers when committing cyber security crimes 

(Aldawood and Skinner 2020). According to Sharma and Bashir (2020), the most 

consistent and successful type of SE attack is a phishing email attack. Although there 

are various advanced system attacks, phishing emails prove successful in accessing 

users' confidential information, with disastrous consequences. 

According to the Oxford Dictionary (2021), phishing is “the fraudulent practice of 

sending emails purporting to be from reputable companies in order to induce 

individuals to reveal personal information, such as passwords and credit card 

numbers.” Meanwhile, APWG (2021) describes phishing as “a crime employing both 

SE and technical subterfuge to steal consumers’ personal identity data and financial 

account credentials.” Finally, Nieles et al. (2017) defines phishing as “a technique for 

attempting to acquire sensitive data, such as bank account numbers, through a 
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fraudulent solicitation in an email or on a website, in which the perpetrator 

masquerades as legitimate.”  In general, phishing can be defined as a technique to 

access users’ systems through any disingenuous method in which the perpetrator 

masquerades in a legitimate way by using email, text messages and so on in order 

to expose what the perpetrator wants to access. 

2.2.2 Impact of phishing email attacks  

Phishing email attacks target not only Internet users but also governments, 

enterprises and banks. According to Jain and Gupta (2021), some of the resulting 

impacts are as follows: 

• Exposing the critical information of the victim and, thus, exposing the victims 

to considerable financial loss. 

• Creating adverse impressions regarding interactions via the Internet, leading 

to distrust when using Internet services. To illustrate, people may avoid using 

online banking services and Internet commercial transactions, thereby causing 

damage to the economy. 

• Companies might suffer a loss of customer confidence, reputation, brand 

value, and a reduction in their share prices. 

The consequences of phishing email attacks are not limited to financial losses and 

may be psychological because they lead to various critical cybercrimes such as 

blackmail. Moreover, other impacts may include the theft of intellectual property, 

patents, trademarks, and trade secrets. There may also be disruption caused to 

significant systems such as government systems. Furthermore, it may lead to more 

sophisticated attacks in future, such as APT which often starts with simple phishing 

email attacks. 

2.2.3 Types of phishing attack 

There are numerous types of phishing attacks. According to Gupta et al. (2018), 

phishing attacks are categorised into two main groups based on the mechanisms 

used by attackers to collect victims' personal information, as shown in the following 

figure: 
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Because SE attacks are considered the most critical attacks in cyber security crimes 

(see Section 2.2.1), the current study focuses on SE attacks, specifically email 

spoofing. To clarify, there are two types of email spoofing attack (spear phishing and 

whaling) which feature in the previous figure.  

The first type is spear phishing whereby emails are utilised to persuade the recipient 

(victim) to expose their personal information (Gupta et al. 2018). For example, this 

can be performed when the users click on a malicious link that appears as a legitimate 

website and then users enter their information. Spear phishing could be used to attack 

a particular target such as a specific person or organisation (ibid). Moreover, an 

attacker targeting a specific user could succeed in convincing the user by including 

their personal information in the email which may be obtained via social media or their 

company’s website. Therefore, it could take advantage of their information such as 

their username or email address for impersonation. 

The second type is whaling which is also known as CEO fraud because it targets the 

high-ranking employees of an organisation. Therefore, whaling hackers use SE to 

push users to provide their confidential data such as their bank credentials (Gupta et 

al. 2018). These attacks are very challenging to track because they do not deal with 

any type of malware or fraudulent web pages. To find the name of the organisation's 

CEO or another senior leadership member, attackers use social media or a corporate 

website in much the same way as in a spear phishing attack. They then use a similar 

email address to impersonate that person. The email may request a money transfer 

or the recipient's review of a document. 

                         Figure  2 : Classification of phishing attacks (Gupta et al. 2018) 
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2.2.4 Lifecycle of a phishing email attack 

The importance of highlighting the phases of phishing email attacks is to better 

understand the steps that an attacker will follow. By doing so, it is possible to adopt 

appropriate defence methods. As mentioned in the previous section, the current study 

primarily concentrates on phishing attacks based on emails. Verma et al. (2020) 

define the lifecycle of email phishing in five steps: 

Step 1: Plan and setup creating: The first step to start email phishing is to 

recognise the targeted organisation or specific user by gathering information about 

the target and their network. This can be achieved by monitoring the traffic of their 

network. Next, the setup for the attacks must be created, such as creating fake 

websites and sending emails with malicious links and content that redirect the 

victim to fake websites. 

Step 2: Sending malicious content: Sending fraudulent emails that appear to 

come from a legitimate source for various aims. For example, stealing sensitive 

information such as credit card and login information by requiring information to be 

urgently updated by clicking on a malicious link. 

Step 3: Invading (breaking-in): When a user clicks on a fraudulent link, malware 

can be installed on their system or the user may be redirected to a malicious web 

page enabling the attacker to gain access to the victim's system or setting up the 

victim's system configuration to control access. 

Step 4: Extracting valuable data: The necessary information is extracted when 

the attacker gains control of the victim’s system. Moreover, the attacker can 

damage the system by launching attacks such as DOS or DDOs attacks. 

Step 5: Escaping (Breaking-out): This is a significant step for phishers because 

after obtaining all the required information, the attacker erases tracks and evidence 

such as fake web pages and accounts. Also, the attacker can keep a track of the 

victim in order to future attacks. 

The following figure illustrates the lifecycle of phishing email attacks: 
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2.2.5 Phishing attack countermeasures 

The failure to effectively apply countermeasures leads to organisations and 

individuals being left vulnerable to phishing attacks. According to Aleroud et al. 

(2017), there are five main categories of countermeasures that have been developed 

to prevent and minimise phishing attacks and their consequences which are ML, 

human users, text mining, profile matching and others. In the current study, we adopt 

the first category which is the strategy focusing on phishing detection using ML 

approaches (the classification approach). It is a countermeasure based on 

classification using labelled datasets that attempts to map inputs (features or 

variables) to desired outputs (responses). When it comes to classifying phishing 

emails, a model is constructed that learns specific features of the email and then 

categorises it as phishing or legitimate. 

2.2.6 Supervised machine learning 

ML is considered part of artificial intelligence technology, a topic of study that 

teaches computers how to learn or deal with data more effectively without being 

explicitly programmed. The goal of ML is to gain knowledge from data (Mahesh 

2020). To clarify, ML is a set of algorithms that aim to help computers execute 

particular tasks without the need for a predefined set of commands by detecting 

patterns in the samples supplied. The fundamental benefit of employing ML is 

that once an algorithm learns what to do with data, it can complete tasks on its 

own. The most common types of ML are supervised ML, unsupervised and semi 

supervised ML. Unsupervised ML differs from supervised learning in that there 

Figure  3 : Phishing email attack phases (Gupta et al. 2018) 
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are no corresponding output labels, whereas semi-supervised learning 

combines both supervised and unsupervised ML techniques (Mahesh 2020). 

Supervised ML learns a function that maps inputs to outputs based on example input-

output pairs. The input dataset is divided into training and testing datasets. There is 

an output variable in the training dataset that needs to be predicted or classified. 

Therefore, all algorithms learn patterns from the training dataset and apply them to 

the test dataset to predict or classify (ibid). Regression and classification tasks are 

the two main types of supervised learning tasks and the difference between them is 

that the dependent characteristic in regression is numerical, whereas in classification 

it is categorical. Because the current study focuses on supervised ML, the following 

section lists the most widely used supervised ML algorithms: 

2.2.6.1 Decision tree algorithm 

A decision tree (DT) is a graph that depicts events and their results as a tree, with 

each tree consisting of nodes and branches. The graph's nodes represent events or 

choices, whereas the graph's edges or leaves represent decision rules or conditions 

(Mahesh 2020). For both classification and regression problems, a DT learning 

algorithm can be used. A DT classifies instances by sorting down the tree from the 

top node (the root node) to the leaf nodes, as depicted in Figure 4. Starting at the root 

node of the tree, instances are classified by checking the feature defined by that node, 

subsequently, going down the tree branch corresponding to the feature value (Sarker 

2021). 

 

Figure  4 : Decision tree structure (Sarker 2021) 
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2.2.6.2 Random forest algorithm 

The random forest (RF) method employs ‘parallel ensembling’ in which numerous DT 

classifiers are fitted in parallel on several dataset sub-samples (see Figure 5), and 

the outcome or final result is determined by majority voting or averages. It fits both 

categorical and continuous values and could be applied to both classification and 

regression tasks (Sarker 2021). It is noteworthy that RF reduces the over-fitting 

problem caused by the single DT when producing numerous DTs for a particular 

dataset (Sarker et al. 2019). 

 

 

2.2.6.3 Support vector machine algorithm 

The support vector machine (SVM) algorithm is another popular state-of-the-art 

supervised ML algorithm that analyses data used for classification and regression 

analysis (Mahesh 2020). Moreover, SVMs offer a successful classification method 

in ML and it is appropriate for two-class classification tasks. SVM creates a model 

that predicts the likely classes that the input data belongs to using a collection of 

labelled input data (converted to vectors). The input vectors are mapped as points 

in a feature space by the SVM model in such a way that the two classes are split 

by the biggest feasible margin by a hyperplane. SVM then uses this feature space 

to categorise fresh data (mapped into the space) according to which side of the 

hyperplane it falls on. A better result will be obtained by using a SVM with the 

largest margin (namely the distance between the hyperplane and the closest data 

Figure  5 : Random forest structure (Sarker 2021) 



24 

 

point). As illustrated in Figure 6, support vectors are the closest points that give 

the maximum margin for all N-points in the data. Looking to the training dataset, 

SVM finds the optimal hyperplane with the maximum margin that divides the 

dataset into two different classes (Adewumi and Akinyelu 2016). 

 

 

Figure 6 : Support vector machine (Rady and Anwar 2019) 

 

2.2.6.4 Naive Bayes algorithm 

A Naive Bayes (NB) classifier can be used for both binary and multi-class 

categories and works well in many real-world situations such as document or text 

classification, as well as spam filtering (Sarker 2021). It can easily manage 

missing attribute values by simply removing the relevant probabilities for those 

characteristics when it estimates the likelihood of membership for each class. The 

effect of an attribute on a given class in a NB classifier is independent of the effects 

of other attributes, which is known as class conditional independence (Sarker et 

al. 2019). In other words, a NB considers that the existence of a specific feature 

in a class is unrelated to the existence of any other feature and it is primarily used 

for clustering and classification tasks based on the conditional likelihood of 

something happening (Mahesh 2020). Conditional probability can be computed 

as follows: 
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Figure 7 : Naive Bayes equation (Mahesh 2020) 

 

2.2.6.5 Gradient boosting algorithm 

Gradient boosting (GB) is based on a loss function. Logarithmic loss is widely 

used in classification methods, whereas squared errors can be used in regression 

procedures. Therefore, any differentiable loss function can be applied to a GB 

system instead of having to derive a new loss function every time the boosting 

algorithm is added. Moreover, different restrictions or regularisation approaches 

can be used to improve the algorithm's performance and combat overfitting 

because grading boosting systems can easily overfit on a training dataset (Nelson 

2019). 

 

2.2.6.6 Extreme gradient boosting algorithm 

Extreme gradient boosting (XGBoost) is a supervised learning algorithm that uses 

a collection of adaptively boosted DTs (Gohiya et al. 2018). XGBoost is simple to 

use and can handle large datasets with ease (Sarker 2021). Whether the topic is 

a classification or regression problem, XGboost is the most extensively used 

algorithm in ML. When compared to all other ML algorithms, it is noted for its high 

performance (Dwivedi 2021). Despite its extensive use, to the best of our 

knowledge, GB and XGBoost algorithms in classification phishing emails has yet 

to be used and evaluated. 

 

2.2.7 Email structure 

Email offers way to transfer digital messages via mail servers between the authors 

and one or more recipients (Cohen et al. 2018). According to Cohen et al. (2018), the 

Internet's two main technical development and standard-setting organisations are the 
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Internet Engineering Task Force (IETF17) and the Internet Society (ISOC18). The 

Internet email message format is defined in multiple requests for comments (RFCs). 

These series of RFCs are generally known as multipurpose Internet mail extensions 

(MIME), redefining the format of email messages to support the following: 

• Text in a non-ASCII character set. 

• Attachments that are not text, such as audio, video, photos, application 

programs and so on. 

• Message bodies that are made up of several sections. 

• Non-ASCII character set header information. 

The header and body are the two main components of an email message. The header 

is at the top of the email and is followed by the body which is separated by a blank 

line. The header of an email contains information about the email's message 

(metadata), whereas the body comprises the message content as well as other data 

such as a media file and attachments. Simple text (plaintext), hypertext markup 

language (HTML) or both can be included in the body (multipart email). Email 

attachments are saved in the body area of the message and encoded with the 

available standard encodings (ibid). The structure of an email message is depicted in 

the following figure: 

The header, body and attachments can be used to extract features and distinguish 

phishing e-mails from legitimate emails. Therefore, knowledge of the essential 

technical information about the structure of an email message is essential in order to 

estimate the necessary features. The following example is a simple form of an email 

as plain text from the legitimate dataset that is used in the current study: 
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The header, body and attachments can be used to extract features and distinguish 

phishing e-mails from legitimate ones, therefore knowing the essential technical 

information about the structure of an email message is essential in order to estimate 

the needed features. A following example is a simple form of an email as plain text 

from the legitimate dataset that used in this study: 

 

2.2.8 Feature extraction 

Feature extraction is a crucial step in the classification process to convert raw email 

data into a machine-readable format because ML classification algorithms deal with 

a two-dimensional array with numeric inputs in which rows are instances and columns 

are features. The features are internal to the emails and are not derived from outside 

sources such as search engine data. Furthermore, the internal email features appear 

to be more valuable than external data because most external data changes on a 

Figure  9 : An email example as plain text 

Figure  8 : The structure of an email message (Cohen et al. 2018) 
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frequent basis (Gangavarapu et al. 2020). Therefore, this study included 

approximately fifty features capable of detecting phishing emails and it can be 

classified into seven distinct categories. The first five categories of features are similar 

to those proposed by Gangavarapu (2020) and Yasin and Abuhasan (2016): 

• Features based on body: these are features that are taken from the email 

message content. 

Table 1 : Body features 

Feature Feature 

categorify 

Data 

Type 

Description 

body_forms Body Boolean Presence or absence of forms in the body. 

body_html Body Boolean Checks if the email body contains HTML content. 

body_noCharacters Body Integer Total number of characters in the body. 

body_noDistinctWords Body Integer Total number of distinct words in the body. 

body_noFunctionWords Body Integer Total occurrence of keywords such as account, 

access, bank, click, credit, identity, information, 

inconvenience, limited, log, minutes, password, 

risk, recently, social, security, service, and 

suspended in the body. 

body_noWords Body Integer Total number of words in the body. 

body_richness Body Float Ratio of numWords to numCharacters in the 

body. 

body_suspension Body Boolean Presence or absence of the word ‘suspension’ in 

the body. 

body_verifyYourAccount Body Boolean Presence or absence of the phrase ‘verify your 

account’. 

 

• Features based on the subject line: these are features that are retrieved from 

the subject line of the email. 



29 

 

Table 2 : Subject line features 

 

• Features based on the sender's email address: these are features that are 

extracted from information about the sender's email address. 

Table 3 : Sender address features 

Feature Feature 

categorify 

Data 

Type 

Description 

 

send_diffSenderReplyTo Sender address Integer Checks if the sender’s domain and 

reply-to domain are different 

send_noCharacters Sender address Integer Total number of characters in the 

sender address field 

send_noWords Sender address Integer Total number of words in the sender 

address field 

send_nonModalSenderDomain Sender address Integer Checks if the sender’s domain and 

email’s modal are the same 

Feature Feature 

categorify 

Data 

Type 

Description 

 

subj_bank Subject line  Boolean Checks if the email contains the term “Bank”. 

subj_debit Subject line Boolean Presence or absence of the word ‘debit’ in the 

subject line. 

subj_forward Subject line Boolean Checks if the email is forwarded from another 

account. 

subj_noCharacters Subject line Integer Total number of characters in the subject line. 

subj_noWords Subject line Integer Total number of words in the subject line. 

subj_reply Subject line Boolean Checks if the email is a reply to a previous mail. 

subj_richness Subject line Float Ratio of numWords to numCharacters in the subject 

line. 

subj_verify Subject line  Boolean Checks if the email contains the term “Verify”. 
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• Features based on script: these are features that are extracted from information 

about the presence or absence of scripts in an email. 

 

Table 4 : Script features 

 

• Features based on URL: these are features that are retrieved from HTML email 

anchor tags. 

Table 5 : URL features 

Feature Feature 

categorify 

Data 

Type 

Description 

 

url_atSymbol  URL Boolean Presence of links that contain an ‘@’ symbol. 

url_ipAddress URL Boolean Checks for the use of IP address rather than a 

qualified domain 

url_linkText URL Boolean Checks if the link text contains words like click, 

here, login, or update 

url_maxNoPeriods URL Integer Highest number of periods from all the links 

Feature Feature 

categorify 

Data 

Type 

Description 

 

script_javaScript Script Boolean Presence or absence of JavaScript in the body 

script_noOnClickEvents Script Integer Total number of onClick events in the body 

script_nonModalJsLoads Script Boolean Checks for any non-modal external JavaScript 

forms 

script_popups Script Boolean Presence or absence of any popup code in the 

body 

script_scripts Script Boolean Presence or absence of scripts in the body 

script_statusChange Script Boolean Checks if any script overwrites the status bar of 

the email client 
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url_noDomains URL Integer Total number of domains from all the URLs in the 

body 

url_noExtLinks URL Integer Total number of links in the body with external 

targets 

url_noImgLinks URL Integer Total number of links in the body with an image 

url_noIntLinks URL Integer Total number of links in the body with internal 

targets 

url_noIpAddresses URL Integer Number of links with IP addresses and not domain 

names 

url_noLinks URL Integer Total number of links in the email body 

url_noPorts URL Integer Number of links in the email with the port 

information 

url_nonModalHereLinks URL Boolean Checks for ‘here’ links mapping to a non-modal 

domain 

url_ports URL Boolean Checks for URLs accessing the ports other than 80 

 

• Features based on emotion: these are features that are extracted from a body 

of text to measure emotional effect. 

Table 6 : Emotion features 

Feature Feature 

categorify 

Data Type Description 

 

joy emotion Integer Total number of words having a joy emotion. 

sadness emotion Integer Total number of words having a sadness emotion. 

anticipation emotion Integer Total number of words having an anticipation emotion. 

disgust emotion Integer Total number of words having a disgust emotion. 

trust emotion Integer Total number of words having a trust emotion. 

anger emotion Integer Total number of words having an anger emotion. 

fear emotion Integer Total number of words having a fear emotion. 
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surprise emotion Integer Total number of words having a surprise emotion. 

 

• Features based on sentiment: these are features that are extracted from a 

body of text to analyse sentiment. 

Table 7 : Sentiments features 

 

2.3 Literature review 

Email is becoming the most widely utilised communication method as the number of 

Internet users grows. The increased usage of email in recent years has resulted in the 

creation and intensification of phishing email concerns because serious consequences 

have resulted beyond financial losses. The comprehensive study provides a holistic 

review of phishing email attacks by emphasising the basic concepts from the most 

notable empirical research efforts in this area, not only to gain a better understanding 

of the existing solutions and their implementation but also to enable a more thorough 

comparison of the existing options and to provide more efficient solutions. Therefore, 

Table 8 summarises the result of a comprehensive examination of the empirical 

literature relating to phishing email attacks including attackers' approaches, the 

consequences of such attacks and significant remarks. 

Feature Feature categorify Data Type Description 

Pos sentiment Integer Total number of words having positive sentiments 

 neg sentiment Integer  Total number of words having negative sentiments 

nue sentiment Integer Total number of words having neutral sentiments  

Work Description Approaches Consequences Remarks 

 

 

Jain  

 

 

Examination of 

phishing attack 

Trick users into handing over their 

passwords and log-in details, 

including: 

• Phishing emails were sent to 83% 

of people globally, causing 

disruption and damage, according 

to a PhishMe report.  

 

Some areas need to 

be enhanced to 

increase the 

Table 8 : Summarise of phishing email attacks 
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and 

 Gupta 

(2021) 

approaches 

and defence 

mechanisms. 

• The use of obfuscation 

strategies such as adding the 

name of a well-known brand to 

a fake webpage's URL. 

• The real URL is hidden using 

graphics and JavaScript. 

• Attaching malicious software. 

• The majority of cyber-attacks start 

with a fraudulent email (91%) and 

can lead to loss of private data, 

reduced productivity and 

reputational damage. 

 

detection accuracy 

of threats such as 

feature 

identification. 

 

 

 

 

 

Manoharan 

et al. 

 (2021) 

A theoretical 

model of 

individual and 

technological 

factors 

influencing 

Malaysian 

Internet 

banking 

customers' 

response to 

phishing 

emails. 

• Sending emails to customers 

impersonating legitimate 

banking institutions and seeking 

private information such as 

credential and transaction 

authorisation codes.  

• Impersonating leading brands 

(Microsoft, Zoom and Amazon) 

and financial services providers 

(Chase Bank, Intuit, PayPal and 

American Express) to send 

phishing emails. 

• Including a link to a malicious 

website or an executable file 

attachment. 

 

 

 

• Victims lose money and their bank 

accounts were used in an 

unauthorised manner. 

• Damage to the bank’s reputation. 

• Users are hesitant to engage in 

online transactions due to a lack 

of trust. 

 

 

 

A significant step in 

detecting phishing 

emails is providing 

training and 

awareness 

programmes to 

users. 

 

 

Basit 

et al. 

(2021) 

 

Providing an 

overview of AI 

strategies for 

phishing attack 

detection. 

 

 

• Creating web pages by cloning 

legitimate websites. 

• Sending misleading URLs to 

targeted victims via email or text. 

• Compromising victims' personal 

or highly sensitive data such as 

government savings numbers to 

attract victims. 

• Steal, destroy or intrude upon 

personal or organisational 

sensitive data such as bank card 

and login details. 

• Worldwide, organisations suffered 

losses totalling $9 billion in 2016, 

according to a RSA report. 

Traditional 

approaches for 

detecting phishing 

attempts are 

ineffective, 

detecting only 

approximately 20% 

of phishing attacks. 
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Sharma 

and 

Bashir 

(2020) 

Analysis of 

phishing 

emails to 

investigate the 

most common 

emotional 

triggers and 

subject 

categories. 

• Take advantage of human 

weaknesses and limitations. 

• Use subjects that are related to 

a user’s online account. 

• Use subjects that exploit certain 

emotional triggers.  

• The most targeted emotional 

triggers are fear, anticipation 

and trust. 

 

• Attackers access the system by 

exploiting human tendencies. 

 

There are only a 

few studies that 

have concentrated 

on the emotional 

aspects of phishing 

emails. 

 

 

 

Verma 

et al. 

(2020) 

 

Explanation of 

how to classify 

phishing 

emails using 

NLP concepts. 

• Imitate an original source by 

using the email header. 

• Use falsified IP addresses to 

deceive the user's computer into 

thinking it came from a reliable 

source. 

• Utilise a variety of websites to 

produce and send phony emails. 

 

• Take login credentials or financial 

credentials. 

• Obtain personal information. 

• Theft of sensitive documents and 

trade secrets. 

 

User education and 

awareness are 

essential to combat 

such a major 

problem. 

 

 

Rastenis 

et al. 

(2020) 

 

Creating a 

comprehensiv

e and up-to-

date e-mail 

phishing attack 

taxonomy. 

• Create the most popular e-mail 

addresses for a given domain 

name such as: 

info@domainname. 

• E-mail content is copied from 

another e-mail and some 

portions are changed. 

• Make a similar e-mail address to 

a real one. 

• Individuals are the most 

vulnerable to SE attacks, whilst 

organisations are second. 

• Obtain private and confidential 

information by deception. 

• Infect business infrastructure with 

malware. 

 

Existing technical 

anti-phishing 

methods are 

insufficiently 

accurate. 

 

 

 

Cidon 

et al. 

(2019) 

Employee 

impersonation 

via email, 

which is 

referred to as 

business email 

compromise 

(BEC) by the 

• Spoof the name of an employee. 

• Use a link to direct victims to a 

website to log into a web service 

or download malware. 

• BEC is a major cyber security 

threat that costs businesses 

billions of dollars each year. 

• Deceive customers into sending 

funds to the attacker's bank 

 

 

Attackers are 

continually 

changing their 
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It is evident from Table 8 that the volume of fraud on the Internet is increasing 

together with the availability and popularity of the Internet around the world. 

Notably, phishing emails are one of the most popular types of online fraud. Even 

though the table shows that phishing attacks come in a wide range of forms, the 

current study concentrates on SE, specifically phishing emails. This is because we 

believe that it is the most widespread and efficient way, as well as offering effortless 

implementation at most stages of its lifecycle (as explained in Section 2.2) 

compared to other forms of cyberattacks. To clarify further, to launch most 

cyberattacks requires specialised skills that are beyond the capabilities of the 

average individual, whereas SE does not require technically advanced knowledge. 

Moreover, the victims of phishing email attacks typically have a low level of security 

awareness, including employees at well-known organisations. 

Over many years, Internet users and enterprises have been vulnerable to socially 

engineered phishing e-mail attacks. Many solutions have been proposed to combat 

phishing email attacks, including blacklisting and content-based filtering 

(Gangavarapu et al. 2020). However, there is still a need to improve anti-phishing 

systems. According to Tandale and Pawar (2020), the most successful method for 

detecting phishing is ML approaches. Thus, the current research focuses on 

supervised ML to classify phishing emails as an anti-phishing approach. The table 

below provides a detailed description of related projects. 

FBI, is a form 

of phishing 

email attack. 

account by pretending to be real 

employees. 

• The FBI estimates that US 

businesses lost $2.7 billion in 

2018 and $12 billion since 2013. 

tactics and 

strategies. 

 

Gupta 

et al. 

(2018) 

Explanation of 

the history and 

current trends 

of phishing 

attacks 

especially SE 

attacks. 

 

• Use spoofed emails and fake 

websites as communication 

media for fraudulent activity.  

 

• Negative impact on e-commerce. 

• Theft of banking credentials, 

personal information, commercial 

secrets, and private documents. 

 

Several of the 

available solutions 

have failed. 
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Table 9 : Existing solutions of phishing email attacks 

Work Approach of Classifier Datasets Features  Metrics limitations 

 

Gangavarapu 

 et al.  

(2020) 

 

The classification used eight ML 

algorithms (NB, SVM, BDT, RF, 

ET, AB, SGB, VE). 

 

• Spam Assassin 

2002: 2, 551 ham 

emails and 500 

spam emails. 

• Nazario 2015-

2016:  793 

phishing emails. 

• Body 

• Subject line 

• Sender’s 

address 

• URL 

• Script 

 

Accuracy: 

99% 

(RF) 

 

Using an old dataset 

could weaken the 

model's ability to 

detect phishing 

attacks. 

Verma 

et al. 

(2020) 

Natural language processing 

(NLP) concepts were used to 

classify emails and obtain the 

accuracy rate of several classifiers 

(KNN, DT, RF, LR, NB, SVM). 

• Collected emails 

of 5,574 phishing 

and legitimate 

emails. 

 

• Body 

• URL 

Accuracy: 

98.77% 

(SVM) 

There may be some 

structural weakness 

in the score resulting 

from unbalanced 

support. 

 

 

Unnithan 

 et al. 

 (2018) 

The designed supervised classifier 

was utilised (TF-IDF) for word 

representation in the count-based 

technique, and Doc2Vec with the 

gensim library for distributed 

representation, as well as several 

ML algorithms (AB, NB, DT, SVM, 

KNN, LR and RF) to detect 

whether the data are legitimate or 

phishing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Accuracy: 

77.4% 

 

(AB) 

 

The text pre-

processing phase 

may not improve the 

text well. If the text 

pre-processing phase 

is enhanced, the total 

metrics could be 

improved. 

 

Vazhayil 

et al. 

(2018) 

 

The modelling algorithms used are 

DT, KNN, LR, NB, RF, AB and 

SVM. TDM is used to represent 

data numerically. SVD or NMF are 

used for feature extraction and 

dimensionality reduction. 

IWSPA-AP 2018: 

• 1113 phishing 

emails. 

• 9170 legitimate 

emails. 

 

• Body 

• header 

Accuracy: 

95.2 % 

 

F1-score: 

0.722  

(RF) 

The proposed 

process in the model 

is based on feature 

selection which 

requires domain 

knowledge. 

 

Harikrishnan 

et al.  

The modelling algorithms used are 

RF, AB, NB, DT and SVM.  For 

numeric representation use TF-

IDF, whilst for feature extraction 

  Accuracy: 

99.8 % 

 

 

The model is only 

relevant to the 

dataset it was created 

for and it is unrelated 



37 

 

(2018) and dimensionality reduction, SVD 

or NMF are used. 
F1-score: 

0.99 

(RF) 

to any other datasets 

(overfitting). 

 

 

Adewumi 

 and 

 Akinyelu 

(2016) 

 

 

FFA was combined with the SVM 

to create a better phishing e-mail 

classifier (dubbed FFA SVM). 

 

• Spam Assassin 

2006: 3,500 ham 

e-mails 

• Nazario 2005: 

500 phishing e-

mails 

 

• Body 

• URL 

• Script 

 

 

Accuracy: 

99.98% 

(SVM) 

Accuracy of 

classifiers depends 

on information gained 

during training 

because the accuracy 

of the classification 

alone is usually 

insufficient to decide 

if this model is 

suitable to classify 

phishing emails. 

 

Yasin 

 and 

Abuhasan 

(2016) 

 

The model used five prominent 

classification algorithms to apply 

knowledge discovery techniques 

(J48, NB, SVM, MLP and RF). 

 

 

• Spam Assassin: 

5940 ham emails. 

• Nazario phishing 

corpus: 4598 

emails. 

 

• Header 

• Body 

 

Accuracy: 

99.1% 

(RF) 

Reduced the number 

of characteristics 

utilised in the 

classification process 

to 16 which might 

reduce the possibility 

of the model 

detecting some 

phishing emails 

because significant 

features are not 

included. 

 

Smadi 

et al. 

(2015) 

 

Phishing email detection using an 

intelligent model and a comparison 

of ten different classification 

algorithms including RF, j48, LR, 

NB and others. 

• Spam Assassin 

project: 4559 

legitimate emails 

• Nazario 2004 – 

2007: 4559 

phishing emails 

 

 

• Body 

• header 

 

Accuracy: 

98.87% 

(RF) 

 

The features used 

cannot detect all 

phishing attacks. 

Akinyelu 

and 

  

• SpamAssassin 

and Nazario: 

• Body 

• URL 

Accuracy: 

99.7% 

The experimental 

base is not large 

enough and the 
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 Adewumi 

(2014) 

The application of the RF 

algorithm to phishing attack 

classification. 

2,000 phishing 

and ham emails. 

• Script FN:2.50%

FP:0.06%

(RF) 

results cannot be 

estimated correctly. 

 

The key conclusion reached from the literature review is that the supervised ML 

technique is the most extensively utilised phishing email classification technique. The 

RF algorithm is the most widely used and performed best among the supervised ML 

techniques, followed by the SVM algorithm. Furthermore, the commonly used datasets 

are Spam Assassin and Nazario for legitimate and phishing emails, respectively. Even 

though a wide range of email body features have been studied, most researchers focus 

on certain features of emails such as URL, HTML and JavaScript elements rather than 

plain text analysis of the body, the subject or the sender’s address. It is noteworthy that 

researchers rarely concentrate on the emotional and sentimental features which are 

significant when detecting phishing emails because the weakest link in cybersecurity 

is the human operator. Therefore, we believe that combining the most substantial parts 

of the email to extract features rather than merely focusing on certain parts could play 

a notable role in the classification of phishing emails when other approaches fail, even 

if it is characterised with high evaluation metrics. These parts are the content of the 

body, subject, sender address, URL and script as well as analysing the emotions and 

sentiments of the email. Thus, a sophisticated phishing email attack would not avoid 

this classifier. As a result, our phishing email classifier is based on numerous sections 

that look for specific information in all of the email's critical areas. The use of feature 

extraction based on emotions and sentiments along with other aspects is the current 

study's main contribution. To the best of our knowledge, this is the first time it has been 

utilised to classify phishing emails. 

2.4 Summary  

There is a considerably increased number of phishing email attacks and their impact 

is growing. Phishing is defined as a strategy for gaining access to users' systems by 

deceptive means in which the perpetrator poses as a legitimate person using email 

and other approaches to reveal what the culprit wants to obtain. Phishing email attacks 

are considered the most consistent and successful attacks used in cyber security 

crimes.  Most consequences of phishing email attacks have been far-reaching and go 

beyond financial loss. Thus, several researchers have developed countermeasures to 
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detect and reduce or prevent phishing email attacks and their repercussions. By 

exploring the empirical research, we discovered that the preceding studies primarily 

focused on features of certain parts of the email instead of analysing email content 

including its emotions and sentiments. Therefore, the proposed solution is to develop 

ML to classify phishing emails based on the body, subject, sender address, URL and 

script, along with emotions and sentiments. The main contribution of the current study 

is to analyse all essential parts of emails as well as the emotions and sentiments. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



40 

 

 

 

 

 

 

 

 

 

 

3 Methodology and Implementation 
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3.1 Overview  

This chapter provides details of the methodology applied to detect phishing emails by 

presenting the proposed framework. After that, details of the environment setup are 

provided. This is followed by a detailed explanation of the implementation of each stage 

of the proposed framework. 

3.2 Overall methodology  
The proposed approach for a phishing email classifier is to develop a supervised ML 

model to detect phishing emails because it is considered a binary classification 

problem. Thus, there are two classes: phishing emails and legitimate emails. The 

attributes of the classifier are based on body, subject, sender address, URL and script 

as well as sentiment and emotions to distinguish between phishing and legitimate 

emails. Therefore, the main objective of the phishing emails classifier is to construct a 

model that can distinguish between phishing emails and legitimate emails from a single 

combined dataset, thereby restricting phishing emails from accessing users and 

compromising security. We observe that the standard architecture for creating a 

phishing email classifier consists of several stages when reviewing the empirical 

literature in Section 2.6. Therefore, we develop a framework for developing our 

classifier based on the standard architecture in the literature. Figure 10 shows the 

proposed framework that is followed in the current study. 

 

 

Figure  10 : The applied framework 
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The result of the first stage is two datasets of phishing emails and legitimate emails. 

Therefore, once raw email data for both classes have been obtained, the next step is 

to prepare the dataset to be ready to use in the following stages and then pre-

processing the data to minimise any inconsistencies that are common in real-world 

data which is a prior stage for the feature extraction stage. During the feature extraction 

stage, email data is transformed into meaningful features that can be read by the 

machine in order to start the next stage which is ML modelling. Finally, the final model 

selection stage entails evaluating all of the applied models and this can be done using 

evaluation metrics and comparing the results. 

3.3 Environmental setup 

Our models are implemented in Colaboratory (Colab) which is a platform from Google 

Research. It is a web-based Python editor that allows the user to write and run arbitrary 

Python code. More specifically, Colab is a cloud-based Jupyter notebook environment 

that is free to use and doesn't require any setup. It is well-suited for ML and data 

analysis (Google Colaboratory 2021). Most of the libraries that are needed to build ML 

are installed by default. Therefore, any library needed to build our models is imported. 

However, if any specific library is not in Colaboratory, it can be installed. The laptop 

used to create the model was running Windows 10 with an Intel (R) Core (TM) i5-

7200U CPU 2.50 GHz processor and 8GB RAM. 

3.4 Dataset selection 

For the purpose of building supervised ML models to detect phishing emails, dataset 

selection of phishing and legitimate emails is an essential step resulting from the need 

to train and test the model. The existing experiments based on commonly used 

datasets provide evident data to understand and ensure the ability to extract various 

features. Our selection is based on the most popular email datasets to choose an 

appropriate dataset for both classes (phishing emails and legitimate emails).  

As noted in Section 2.6, the popular datasets are Nazario and Spam Assassin. 

Therefore, we use the Nazario dataset for phishing emails (Nazario 2007) and the 

Enron email dataset for legitimate emails (Enron 2015) which is the newer version of 

2004, 2009 and 2011 Enron. The Enron email dataset was selected instead of the 

Spam Assassin dataset because it includes data from approximately 150 users, the 

majority of whom are the senior management of Enron. It is also popular and has been 
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used in numerousifferent studies (Ali et al. 2021; Maheswari and Bushra 2021; 

Sundararaj and Kul 2021; Pandey et al. 2018). Meanwhile, the Nazario dataset has 

been used by Gangavarapu et al. (2020), Adewumi and Akinyelu (2016), Yasin and 

Abuhasan (2016), Smadi et al. (2015) and Akinyelu and Adewumi (2014). Both 

datasets are still used which indicates their valuable, successful and useful content for 

phishing email classification. In other words, both datasets are popular and offer a 

significant collection of emails that help to classify emails on the basis of whether or 

not they are phishing emails. Given that the data are publicly available, the privacy of 

the people involved should not be disclosed. The emails in the two datasets have full 

structures of emails because our proposed model depends on multiple parts. 

Choosing the optimal number of phishing and legitimate emails for use in our 

experiments was one of the challenges. However, we believe that including a small 

phishing email class in our datasets helps to develop a robust trained model for real-

world situations where the number of phishing emails that the model is presented with 

is substantially lower than the number of legitimate emails. Therefore, this unbalanced 

dataset could help our model to provide effective performance in a real-world 

environment. The number of emails in the chosen datasets is illustrated in Table 10. 

Table 10 : The number of dataset emails 

 

 

 

 

 

It is important to note that we create training and testing subsets because the proposed 

approach was to develop a supervised ML model to classify phishing emails. The 

splitting of the dataset into training and testing subsets is presented in the following 

Table: 

 

Dataset Number of Emails 

Phishing 926 

Legitimate 4279 

Total 5205 
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Table 11 : Dataset splitting into training and testing subsets 

 

3.5 Dataset preparation 

The implementation of the model is initiated by uploading the selected datasets. 

Therefore, both datasets were uploaded to the Colab platform by writing a python 

script.  

Algorithm 1: Uploading Files in Google Colab 

Start 

    import file library from google Colab 

    choose path file  

    open file 

   (Comment: the selected file would upload) 

End 

 

Then both datasets are passed to the pre-processing and feature extraction stages. 

The same processes of pre-processing and feature extraction are applied to both. 

Furthermore, our phishing classifier depends on different parts of an email to extract 

the features and some necessary fields are extracted from the emails using various 

libraries (such as Email, OS and BeautifulSoup) before the pre-processing and feature 

extraction stages. Thus, the pre-processing functions are applied to the email's body 

and subject, while all extracted fields are used in the feature extraction functions.  

After performing the pre-processing and feature extraction stages, two files of features 

in CVS (.csv) format are generated. To clarify, the input is two datasets (phishing 

emails and legitimate emails), while the output is two files of their features in CSV 

format (phishing email features and legitimate email features). Therefore, a python 

script is written to obtain all emails from the phishing email dataset and legitimate email 

Subsets Phishing Dataset Legitimate Dataset Total 

Training 740 3423 4163 

Testing 186 856 1042 

Total 926 4279 5205 
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dataset which are in Mbox (.mbox) format to perform the subsequent stages. 

Moreover, to indicate that an email or its features belong to the phishing or legitimate 

class when combined in one data frame, the phishing emails are labelled as 1, whilst 

the legitimate emails are labelled as 0.  

Algorithm 2: Getting and Labelling emails 

Start 

 Assign phishing emails dataset to phishing_emails variable 

 Assign legitimate emails dataset to legitimate_emails variable 

 (Comment: the datasets are uploaded in Algorithm 1) 

 

 Initialise empty data frame (df_ phishing _emails) 

 Initialise empty data frame (df_legitimate_emails) 

 

 Initialise empty list (label_phishing_emails) 
 Initialise empty list (label_legitimate_emails) 

 

      For email in phishing_emaill 

     Function: overall_featurs_extraction 

         Input: email 

         Call: Extract necessary filed functions        Pre-processing functions     

                         Feature extraction function 

         Output: features 

     append features to df_ phishing _emails 

     append (1) to label_phishing_emails 

  add label_phishing_emails to df_ phishing _emails as  "Label " column 

 

      For email in legitimate_emails 

     Function: overall_featurs_extraction 

         Input: email 

         Call: Extract necessary filed functions        Pre-processing functions     

                         Feature extraction function 

         Output: features 

     append features to df_legitimate_emails 

     append (0) to label_legitimate_emails 

  add label_legitimate_emails to df_legitimate_emails as  "Label " column 

End  
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The following bar graph shows the number of phishing and legitimate emails based on 

the labelling system (0 for phishing emails and 1 for legitimate emails):  

 

 

3.6 Dataset pre-processing  

The presence of useless data or elements in the text of emails may adversely affect 

the results of the model. Therefore, the goal of pre-processing is to remove 

unnecessary elements from the body and subject of emails such as white spaces and 

punctuation that do not help to classify phishing emails before the feature extraction 

stage. The advantage of this stage is that it saves time spent on storage and computing 

unnecessary elements, reduces inconsistencies that are common in real-world data 

and helps to use the data perfectly in the subsequent stage. This stage is performed 

using a Python script with NLTK which is a standard Python package with prebuilt 

functions and utilities for quick and easy use (NLTK 2021). It is one of the most widely 

used libraries for computational linguistics and natural language processing. To clarify, 

it allows users to work with data in the form of human language. NLTK library provides 

text processing methods such as tokenising, stemming and lemmatising (Verma et al. 

2020). Therefore, a Python script with NLTK is used to clean the email’s body and 

subject which is extracted in the previous stage. Our dataset pre-processing stage 

involves the following: 

• Tokenising: This is the process of breaking the text up into smaller parts 

called tokens. It is the first and most basic step of the pre-processing data 

Figure  11 : The number of emails based on label 
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stage to turn unstructured data into structured data which is easier to analyse. 

Moreover, the results of this process are used in the subsequent pre-

processing steps.   

• Special character removal: This is the process of deleting noise elements 

from the email, including special characters (such as ' \n’) and white space. 

• Special punctuation removal: This is the process of deleting punctuation 

(such as ‘?’). 

• Lemmatising: This is the process of reducing words to their root meaning 

which is similar to stemming but provides a meaningfully complete English 

word on its own.  Stemming reduces words with the same origin to a form that 

has no useful meaning because it provides a fragment of a word. Because the 

current study analyses the emotion and sentiment, the context of each word is 

significant. Therefore, we utilised lemmatising. Table 12 presents an example 

of a word's structure to clarify the difference between lemmatising and 

stemming: 

Table 12 : Lemmatising and stemming 

 

 

 

 

Therefore, applying the above-mentioned methods could enhance the dataset and 

save processing time and computing power in the next stage which involves extracting 

features. Figure 12 summarises the sequentially applied steps of the dataset pre-

processing stage on the selected datasets. 

Word Lemma Stem 

Studying Study Study 

Studies Study Studi 
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3.7 Feature extraction 

Once the pre-processing phase is complete, the structured dataset is used to extract 

features. Because ML classification algorithms deal with a two-dimensional array and 

numeric inputs, in this stage a textual dataset is converted into a machine-readable 

format in which rows are instances and columns are features. Thus, ML algorithms use 

these features as inputs to learn the patterns of phishing and legitimate emails and 

then differentiate between various samples from one dataset. Therefore, it is a critical 

step towards building our ML for a phishing email classifier. To clarify, each word in an 

email is considered a feature and the ML algorithms cannot deal with textual features 

directly. As a result, before these features are passed to ML algorithms, they are 

translated into numeric features. This can be achieved by determining values for the 

significant features of each email. For example, an email may have repeated words 

such as ‘bank’ or have not ‘bank’ word; thus we can calculate the number of bank 

words and get one feature that can explain the presence of bank words in a numerical 

way whereby 0 represents the absence of a bank word and the other integer numbers 

represent the number of times this word occurs. 

In the suggested approach, fifty determined features are extracted based on the body, 

subject, sender address, UR, script, emotions and sentiment attributes to distinguish 

between phishing and legitimate emails, as explained in Section 2.5. We script a 

function to extract each feature using various useful libraries. For example, Beautiful 

Soup is a Python library for pulling data out of HTML and XML files. It works with the 

parser to provide ways to navigate, search and modify the parse tree (Richardson 

2020). In addition, regular expression operations (re) library can be used to achieve 

certain requirements such as extracting the domain from an email and counting the 

number of links in an email. 

Figure  12 : The dataset pre-processing steps 
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Furthermore, the NRC Emotion Lexicon is used to extract features based on emotions 

and sentiments. It is a compendium of English words and their associations with eight 

basic emotions (anger, fear, anticipation, trust, surprise, sadness, joy, and disgust) as 

well as two sentiments (negative and positive). The lexicon is freely available for 

research purposes and Table 13 provides a summary of the NRC emotion lexicon 

details (Mohammad, 2011). 

 Table 13 : Outline details of the NRC Emotion Lexicon (Mohammad, 2011) 

 

According to Mohammad (2011), each line of the NRC emotion lexicon has the 

following format: 

         TargetWord<tab>AffectCategory<tab>AssociationFlag 

A target word: This is a word for which emotion associations are presented. 

Affect category: This is one of the emotion categories (anger, fear, anticipation, trust, 

surprise, sadness, joy, or disgust) or from the sentiment category (negative or positive). 

Association flag: This has a binary value whereby 0 indicates that the target word 

has no association with the affect category and 1 indicates an association. 

Moreover, we employ VADER to support the sentiment analysis. VADER is a text 

analysis approach that detects polarity, determining whether an entire document, 

paragraph, sentence or clause represents a positive, negative or neutral viewpoint. It 

is included in the NLTK package and can be directly used for text data. After extracting 

all of the required features, it is stored in the data frame, as presented in Algorithm 2; 

Association 

Lexicon 
Version 

Number of 

Terms 
Categories Association Scores Method of Creation 

 

NRC 

Word-Emotion 

 

 

0.92 

14,182 

unigrams 

(words) 

 

Emotions 

and 

0 (not associated)  

or 1 (associated) 

 

Manual: By 

crowdsourcing. 

Association 

Lexicon 

(2010) ~25,000 

senses 

Sentiments not associated, weakly, 

moderately, or strongly 

associated 

Domain: General 
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one for phishing email features and the other for legitimate email features. Finally, we 

export the data frame into CSV files to be available for further research.  

Algorithm 3: Exporting features to CSV in Google Colab 

Start 

    import file library from google Colab 

    import csv 

    Export df_legitimate_emails to csv file('legitimate_emails.csv')  
 
    Download file  
 

    Export df_legitimate_emails to csv file('legitimate_emails.csv')  
 
    Download file  
 
   (Comment: the data frame is initialised in Algorithm 2) 

End 

 

3.8 Machine learning modelling 

In supervised ML, models learn patterns from the training dataset which means that 

the models learn how to map the input to the target variable. Once the training process 

is complete, the model predicts the output of the testing dataset. Therefore, after 

extracting the required features, it is split into two datasets: training and testing 

datasets. These subsets are then passed to the ML models. To ensure the training and 

testing dataset includes a sample of features from both phishing and legitimate 

datasets, we conduct a simple 80:20 split to create training and testing subsets from 

each dataset. Subsequently, we combine the phishing and legitimate training subsets 

in one dataset (training dataset) and their testing subsets in one dataset (testing 

dataset). Figure 13 shows the training dataset count, while Figure 14 shows the testing 

dataset count (where 0 is legitimate emails and 1 is phishing emails). 
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Therefore, the training and testing datasets have 80% and 20% of the data, 

respectively. The justification for adopting these percentage splits is that we believe 

that when the machine or any entity needs to learn how to perform a specific task, it 

should be provided with the largest possible amount of valuable information. 

Meanwhile, a small proportion of the data is enough to show if it is able to perform the 

task using the provided data. In our approach, we apply the most popular and suitable 

algorithms to classify phishing emails based on the empirical literature (see Section 

2.5) which are DT, RF, SVM and NB. Moreover, we apply GB and XGBoost because 

they have achieved high performance in various fields and help to address overfitting 

problems. In addition, they have not previously been used for phishing email 

classification to the best of our knowledge (as explained in Section 2.3.1). There are 

several Python libraries that offer reliable implementation of various ML algorithms. We 

use one of the most well-known which is Scikit-Learn (Scikit 2021). Scikit-Learn is 

distinguished by a consistent and streamlined API, as well as extensive online 

documentation. Therefore, when understanding the basic use and syntax of Scikit-

Learn for one type of model, moving to a new model or algorithm is quite simple. 

3.9 Evaluation metrics 

As depicted in Figure 3.1, the last stage in the applied model architecture for the 

phishing email classifier is the selection of the final model. This is achieved by 

Figure  14 : The count of training subset Figure  13 : The count of testing subset 
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evaluating all of the chosen models and then comparing them to select the best and 

final model. The importance of evaluation is represented in estimating the prediction 

accuracy of our models using the testing dataset and verifying whether it is effective 

for the purpose for which it was developed. Therefore, evaluation of the models is a 

crucial step to verify whether or not the created model satisfies the main goal of the 

phishing email classifier. In order to assess the performance of our models and conduct 

a precise evaluation, we employ multiple evaluation metrics, some of which were used 

in previous studies (see Section 2.5). The evaluation metrics used include the 

confusion matrix, accuracy, precision, recall, F1-measure (F1 score) and ROC-AUC. 

Furthermore, there is another metric that is considered which is the time taken to train 

and test data during each model. 

The basic evaluation metric is the confusion matrix. As a result of most evaluation 

metrics for binary classification problems, its calculation often depends on the 

parameters of the confusion matrix which are the True Positive Rate (TP), True 

Negative Rate (TN): False Positive Rate (FP) and False Negative Rate (FN). According 

to Yasin and Abuhasan (2016), these are defined as follows:  

• TP: The number of phishing emails that are correctly classified as phishing by the 

algorithm. Therefore, if P represents the total number of phishing emails in the 

dataset and PP represents the number of phishing emails that are correctly 

classified as phishing by the algorithm, then: 

�� = ���  

• TN: The number of legitimate emails that are correctly classified as being 

legitimate by the algorithm. Therefore, if L represents the total number of 

legitimate emails in the dataset and LL represents the number of legitimate emails 

that are correctly classified as legitimate by the algorithm, then: 

�� = ���  

• FP: The number of legitimate emails that are incorrectly classified as phishing by 

the algorithm. Therefore, if L represents the total number of legitimate emails in 
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the dataset and LP represents the number of legitimate emails that are incorrectly 

classified as phishing by the algorithm, then: 

�� = ���  

• FN: The number of phishing emails that are incorrectly classified as legitimate by 

the algorithm. Therefore, if P represents the total number of phishing emails in the 

dataset and PL represents the number of phishing emails that are incorrectly 

classified as legitimate by the algorithm, then: 

�� = ���  

In the current study, phishing emails are labelled ‘1,’ whereas legitimate emails are 

labelled ‘0.’ Consequentially, Table 14 presents the structure of the confusion matrix  

Table 14 : The structure of confusion matrix 

 

 

 

 

Consequentially, Table 15 shows the evaluation metrics used (Bahgat et al. 2018; 

Google Developers 2020).  

Class Predicted (0) Predicted (1) 

Actual (0) TN FP 

Actual (1) FN TP 
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Table 15 : Evaluation metrics 

 

 It is important to note that the most widely used performance measures in the 

classification problem are accuracy, precision, recall, the f-measure. However, in 

circumstances where the dataset is unbalanced, the AUC and F1 Score provide an 

adequate metric for imbalanced class distribution. Because the F1 Score is the 

Measure Definition Formula Best 

result 

Worst 

result 

Accuracy The proportion of correct predictions to 

total predictions made. 

 TP + TNTP +  TN +  FP +  FN 

 

1 0 

Precision The ratio of correct predictions of positive 

cases to total expected positive cases. 

 TPTP +  FP 

 

1 0 

Recall The ratio of correctly predicted positive 

cases as represented. 

TPTP + FN 
1 0 

F1-score The weighted average of precision and 

recall. 

2 × Precision × RecallPrecision + Recall  
1 0 

ROC curve A graph showing the performance of a 

classification model across all 

categorisation levels. Two parameters are 

plotted on this curve (FPR and TPR). It 

shows the value of the area under curve 

(AUC) when training and testing the data. 

 

TPR = Recal = TPTP + FN 

FPR = FPFP + TN 

1 0 

ROC-AUC Measures the entire two-dimensional area 

underneath the ROC curve. 

• TPR: True Positive Rate  

• FPR: False Positive Rate 

• TPR is on the y-axis and FPR is 

on the x-axis. 

 

  

Time Measures the taken time through each 

model. 

consuming time − Start time Around 

lees than 

a second. 

Around 

more than 

a second. 



55 

 

weighted average of precision and recall, it takes both false positives and false 

negatives into account. The goal of the phishing classifier model is to raise the 

percentage of true positives compared to false positives. Despite this, a high false-

negative rate cannot be overlooked. Therefore, to ensure the accuracy of our phishing 

email classifier so that it provides a reliable platform for classification emails, the false 

positive rate should be low to achieve high precision, while the false negative rate 

should be low achieve high recall. Therefore, the evaluation metrics presented in the 

previous table are used to assess our ML model which is designed to classify phishing 

emails.  

3.10 Summary 

This chapter presents details of the methodology applied to detect phishing emails 

based on the standard architecture provided in the empirical literature. The proposed 

ML model starts when the features are extracted and it ends by selecting the final 

model and assessing all of the applied models using multiple evaluation metrics and 

comparing the results. The implementation of the proposed framework stages for 

building our classifier has been presented, while the results of executing the models 

are provided in the next chapter. The features are extracted based on different parts 

of an email and used as inputs for six ML algorithms: DT, RF, SVM, NB, GB and 

XGBoost. Finally, to assess the models’ performance and select the final model, the 

algorithms are evaluated using a confusion matrix, accuracy, precision, recall, F1-

measure (F1 score), ROC-AUC and the time taken by different models in the training 

and testing phase . 
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4 Results and Evaluation 
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4.1 Overview  

The outcomes of evaluating the six experiments are presented and discussed in this 

chapter to determine the final model. Subsequently, a comparative analysis is 

conducted and the proposed architecture of the phishing email classifier is described. 

4.2 Experiment workflow 

Six experiments are designed using six different ML algorithms to assess the 

performance of the phishing email classifier models. The experiments are designed 

sequentially and each experiment involves three phases. Firstly, it is developed using 

the training dataset and then predicts the output of the testing dataset. Finally, it is 

evaluated based on its predictions. Therefore, in this section, the results of the six 

experiments are grouped based on the evaluation metrics used to reflect the different 

levels in the results of all of the experiments. 

4.3 Summary results for Accuracy, Precision, Recall, F1-score, ROC-AUC 

The evaluation metrics include the confusion matrix, accuracy, precision, recall, F1 

score, ROC-AUC. The confusion matrix, as previously discussed, is the base metric 

because its parameters (TP, TN, FP and FN) are used to find the results of other 

metrics (see Section 3.2). Therefore, the following graphs compare the different 

models in terms of accuracy, precision, recall, F1 score, ROC-AUC. 
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Figure  15 : Comparison of different models based on accuracy 

Figure 16 : Comparison of different models based on precision 
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Figure 17 : Comparison of different models based on recall 

Figure  18 : Comparison of different models based on F1-score 
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As can be seen in Figure 15, accuracy is the first metric. Most models are between 

90% and 100% accurate, with the exceptions being the SVM and GB models which 

are approximately 85% and 55% accurate, respectively. The GB model is the least 

accurate. However, there are three models that achieve considerable scores for 

accuracy: XGBoost, RF and NB (approximately 99.52%, 99.33% and 98.08%, 

respectively).  

Meanwhile, the RF, XGBoos and NB models achieve the best results in terms of the 

precision, recall, F1-score and ROC- AUC metrics (see Figures 16, 17, 18 and 19). 

Approximately 99%, 98% and 95% of the F1-score are achieved by XGBoost, RF and 

NB, respectively (see Figure 18). Therefore, XGBoost model achieves the highest 

value for the F1-score metric. Furthermore, the scores of the XGBoost and RF models 

are almost 99% of the ROC-AUC metric, while the NB is almost 98%, which means 

that the XGBoost and RF models recorded the highest values for the ROC-AUC metric 

(see Figure 19 and the Appendix for detailed results of the ROC curve). 

4.4 Summary results of training time and testing time  

Another metric that is considered is the taken time to train and test each model. 

Training time is the time taken by the various algorithms to build the models using the 

training dataset, whereas the testing time is the time taken by the algorithms to predict 

the output of the testing dataset. Thus, we can make some useful conclusions 

Figure  19 : Comparison of different models based on ROC-AUC-Score 
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regarding the performance of each algorithm based on the time taken. Therefore, 

Figures 20 and 21 present the training and testing times of the models, respectively. 

 

 

 

 

 

 

 

 

 

 

 

Figure  20 : Training time of the models 

Figure  21 : Testing time of the models 
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As we can analyse from the previous graphs the NB algorithm achieves the best result 

in the training time of the models, while the RF algorithm consumes the highest time 

when training the models (Figure 20). While in the testing time, most algorithms take 

little time which is reasonable since the data in the testing dataset is quite smaller than 

the training dataset. Moreover, the XGBoost take the lowest time for testing compared 

to other algorithms (Figure 21). 

4.5 Summary result overall 

 

 

4.6 Discussion  
From the results obtained, it is logical to argue that RF and XGBoost outperform the 

other algorithms because they achieve high scores for F1-score and AUC and these 

are critical metrics when using unbalanced datasets. It is important to note that the RF 

algorithm also effectively performs in terms of detecting phishing emails and this is 

consistent with the findings of Gangavarapu et al. (2020), Harikrishnan et al. (2018), 

Yasin and Abuhasan (2016), Smadi et al. (2015) and Akinyelu And Adewumi (2014). 

Whilst Adewumi and Akinyelu (2016) and Verma et al. (2020) report an adequate result 

in terms of detecting phishing emails using the SVM algorithm, in the current study, the 

performance of the SVM algorithm is the weakest after the GB algorithm.  

However, the current study indicates that there is a highly successful algorithm that 

outperforms the RF algorithm which is the XGBoost algorithm. The majority of the 

results achieved by the RF algorithm are extremely close to those of the XGBoost 

algorithm, except for the time taken to train and test where there is a significant gap. 

The RF algorithm takes approximately three seconds to train, whereas the XGBoost 

Table  16 : Comparison of the different models based on multiple metrics 
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algorithm takes less than one second. Furthermore, in terms of testing, the RF 

algorithm takes 0.08 seconds, whereas the XGBoost algorithm takes just 0.0007 

seconds. Time is an essential metric that should be considered when selecting the 

best model because speed indicates the power and performance of the model. To 

clarify, if the model can detect phishing emails rapidly, it is performing efficiently.  

As shown in Table 16, which list our final findings, the highest scores and the most 

adequate period of time consumption  are achieved by the XGBoost model, with almost 

99.52% of accuracy, 99% of F1-score and ROC- AUC. Therefore, the XGBoost model 

is selected as the final best model in our study. 

As shown in Table 16 which lists our final findings, the highest scores and the most 

adequate period of time consumption are achieved by the XGBoost model, with almost 

99.52% accuracy, and F1-score and ROC-AUC of 99%. Therefore, XGBoost is 

selected as the final and best model in our study. 

4.7 Comparative analysis 

Given that the classifiers of prior studies have been conducted in diverse situations, it 

is challenging to make a clear comparison with earlier research for our phishing email 

classifier. For instance, some researchers in the classification phishing email literature 

have chosen balanced datasets or the number of phishing emails to legitimate emails 

has been quite similar. Moreover, some are extracting only a few features and others 

are using extraction algorithms. As a result, the standards of evaluation metrics have 

differed. Furthermore, as far as we know, our classifier is the first to have used multiple 

features with emotion and sentiment to classify phishing emails as well as being the 

first to use the XGBoost algorithm for a phishing email classification problem.  

For these reasons, our comparative analysis focused on previously conducted 

research that used algorithms similar to ours. This revealed that the RF algorithm is a 

successful model in our study, as indicated in the findings of prior studies (see Table 

17). However, the current study confirms that XGBoost algorithm outperforms the RF 

algorithm. 
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Table 17 : Comparison of our study findings with the results achieved in the literature 

 

4.8 The architecture of the proposed phishing email classifier in future 

The phishing email classifier is assumed to operate after a victim's mail transfer agent 

(MTA) and before the email user agent (MUA) in real-time situations, as shown in 

Figure 22. MTA serves as a mail carrier and a storage area, whereas MUA is a 

computer application that sends and retrieves emails such as Microsoft Outlook. 

Therefore, if an email is classified as a phishing email by our model, it should be 

Work Classifier Dataset Features Metric(s) 

 

Gangavarapu 

 et al. 

(2020) 

 

 

NB, SVM, BDT, RF, 
ET, AB, SGB and VE 

• Phishing emails: 

793 

• Legitimate emails: 

2, 551 

• Body 
• Subject line  
• Sender’s 

address 
• URL 
• Script 

Accuracy: 

99% 

(RF) 

 

Harikrishnan 

et al. 

(2018) 

 

 

RF, AB, NB, DT and 
SVM 

• Phishing emails: 

1113 

• Legitimate emails: 

9170 

 

• Body 

• Header 

 

Accuracy: 

99.8 % 

(RF) 

Yasin and Abuhasan 

(2016) 

 

J48, NB, SVM, MLP 

and RF 

• Phishing emails: 

4598 

• Legitimate emails: 

5940 

 

• Body 

• Header 

 

Accuracy: 

99.1% 

(RF) 

 

Smadi 

et al. 

(2015) 

RF, j48, LR, NB  

and other 

• Phishing emails: 

4559 

• Legitimate emails: 

4559 

 

 

• Body 

• Header 

 

Accuracy: 

98.87% 

(RF) 

The current study DT, GB, RF, SVM, 

XGBoost and NB 

• Phishing emails: 

926 

• Legitimate emails: 

4279 

• Body 
• Subject line  
• Sender’s 

address 
• URL 
• Script 
• Emotion 
• Sentiment 

Accuracy: 

99.52 % 

(XGBoost) 
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restricted, otherwise, it will be allowed to pass through email protocols such as Internet 

Message Access Protocol (IMAP). If the email is restricted, it is prevented from 

reaching the victim’s inbox, thereby preventing adverse events such as an attack. 

Accordingly, we achieve our purpose which is to provide an effective classifier to 

prevent phishing attacks. 

 

Figure 22 : The architecture of the proposed phishing email classifier in future 

 

4.9 Summary 

Throughout this chapter, the findings of the six experiments of the classifier for phishing 

emails has been presented based on various evaluation metrics. The study indicates 

that the XGBoot algorithm outperforms the RF, GB, DT, SVM and NB algorithms. 

Therefore, the XGBoot algorithm achieves momentous results which confirm that our 

feature extraction approach is successful and the XGBoot algorithm is able to 

differentiate between phishing and legitimate emails. Moreover, the ML model is 
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assumed to operate after the victim’s MTA and before the email transfer to the MUA 

to restrict the phishing emails from reaching the victim’s inbox. 
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5 Conclusion 
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5.1 Conclusion 

The current study has developed supervised ML models to detect phishing emails 

using different ML algorithms as a result of the detection task being considered a binary 

classification task. Therefore, emails are classified as either phishing or legitimate 

emails. The classifier is based on multiple attributes of an email to distinguish between 

phishing and legitimate emails. The methodology for developing this classifier consists 

of six basic stages: dataset selection, dataset preparation, dataset pre-processing, 

feature extraction, ML modelling and model evaluation. The main finding of the current 

study is that using features extracted from the critical parts of an email along with the 

emotional and sentimental features offers a successful approach. Because RF and 

XGBoost models achieved the highest F1-score and AUC-ROC score (which should 

be considered because our datasets were imbalanced), they are considered the best 

models in our study. Moreover, the RF has been identified by numerous empirical 

studies as the best model for phishing email classification. However, the XGBoost 

algorithm recorded the shortest testing time compared of the models tested, as well as 

achieving the highest accuracy, F1-score and AUC-ROC. Therefore, the model that is 

selected in our study to detect phishing emails and thus secure internet users from 

most damaging results of phishing email attacks is XGBoost.  

5.2 Limitations and future work 

Although our email classifier has the ability to detect phishing emails, it cannot be 

asserted that it has the ability to detect all phishing email attacks or emerging phishing 

email attacks because there are a number of limitations. The critical limitation with the 

selected model is that the initial processes cannot be performed in languages other 

than English. This would be a notable problem if the email uses a language other than 

English. Moreover, despite the collection of emails having the ability to provide 

comprehensive characteristics to classify emails, it is old. Therefore, it is possible that 

our model could miss a wide range of emerging advanced features of phishing emails. 

In addition, because of the limited time allotted for this study, these limitations can be 

used to guide future work. Therefore, we recommend the following in particular: 

• Develop the classifier to be able to deal with other languages. For example, 

train using a collection of emails in several languages and then make the 

classifier separate the data by language to analyse them independently using 

the monolingual system or supporting the classifier with a multilingual system. 
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• Support the classifier by adding malicious attachment detection to boost the 

classifier’s ability to detect phishing emails. 
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6 Reflection on Learning 
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Personal reflection 

Through the support and guidance of my supervisor, I was able to complete my 

dissertation. There were critical challenges during each step taken in order to complete 

the dissertation, starting with selecting the topic of the dissertation because multiple 

interesting topics were provided and I was confused about which was the most 

appropriate one for me. However, developing a machine learning model for classifying 

phishing emails attracted my attention for various reasons. Firstly, I did not have 

knowledge about machine learning, so this provided an opportunity to extend my 

knowledge about this concept. Secondly, I was a participant working on a project 

involving a recent APT that was started by a phishing email. Finally, it helped to 

develop my skills with a programming language.  

The first step that was taken towards completing my dissertation was to obtain a 

comprehensive understanding of the topic and the problem, selecting datasets, and 

exploring research methodologies and implementation methods. Although I have 

worked on and contributed to various projects, none of them had included ML or 

Python. Therefore, it was a particularly difficult task for me in terms of programming. 

However, I was able to start the programming because I have a background in 

programming resulting from working on a project with Java languages and the basics 

of Python. Moreover, there is a wide range of explained examples on the Internet 

related to ML and Python which are helpful when learning how to code. Furthermore, 

searching for a specific concept taught me the importance of reading academic 

research and how it can be used to develop my knowledge as well as how to detect 

the limitations of other studies by comparing them to others.  

The second step involved technical implementation. Getting errors, searching for 

solutions and then testing the possible solutions and developing them made me 

recognise that when I met a barrier, I should not become frustrated and instead I should 

attempt to establish what was causing the problems. Each issue has a solution and 

each obstacle helps to develop my knowledge. The final step was to report the 

processes and findings and this was a crucial step for me because I wanted to present 

them in a way that would be easy for the reader to grasp without disturbing the 

understanding. 
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One of the biggest challenges during the entire process was to provide a reliable and 

reasonable justification because I sought to provide a powerful, simple and clear 

dissertation that would help others such as students interested in this field to 

understand the stages in a simple way. Therefore, I conducted several experiments to 

demonstrate the success of the selected approach. In general, the experience was 

useful and I learned various concepts. It will qualify me to further explore the field of 

machine learning in my professional and academic future. 
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Appendix 
 

Detailed Results of ROC curve for all Experiments 

 

Figure 1: ROC curve of Decision Tree Model 
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Figure 2: ROC curve of Gradient Boosting Model 

 

Figure 3: ROC curve of Random Forest Mode 
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Figure 4: ROC curve of Support Vector Machine Model 

 

Figure 5: ROC curve of Extreme Gradient Boosting Model 
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Figure 6: ROC curve of Naive Bayes Model 


