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1 Introduction 

In the whole world, there are at least 2.2 billion people suffering the vision 

impairment. Between the 2.2 billion people, there are nearly 39 million people 

   .           

            .   ordinary 

people, we use eyes to see the knowledge to input the words from your eyes. 

Without eyesight the blind use their ears to listen the world, sounds become their 

tool to think and study. Thanks for developing of technology, there are many 

advanced software or hardware appeared to help the visually impaired people 

read the paper without much difficulty. Our project is to help the people who 

suffer the visually impaired read the text from newspaper or other articles, so that 

they will have a better life experience. In this project, we want the tool to extract 

the text from printed articles or images and read the text out. Inspiring by Scanner, 

I decide to use raspberry pi to realize this function. I separate the whole process 

into three parts, from studying Text to Speech (TTS) to Optical Character 

Recognition (OCR) and the final assemble the OCR and TTS into the final device. 

In the TTS learning I will learn and decide the speech engine. In the OCR learning 

I will learn how to use camera catch the target that I wanted and transfer it to TTS. 

Finally use a physical switch to control the device to read the text out. The 

raspberry pi is initially connected to the internet through Wi-Fi, the related 

software and packages are installed by command line. The raspberry pi camera 

module is manually targeted straightly to the text. After the user press the button, 



 

 5 / 57 

 

the image is captured and processed through raspberry pi 4b, then the words on 

the image will be said by the speak or headphone which plugged into raspberry 

pi by audio jack. 
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Abstract 

With the development and usage of the electronic products, even the 

technologies of manufacturing screens are more advanced, we can still check 

              

received less blue-       .    

research on Sciencealert[1], the half of the population on earth will be shorted-

sighted. Especially in my motherland: China, with high pressure on work or study, 

people have no time to care their treasured eyes. We can also see that many 

smartphone/computers manufacture push out TTS (Text to speech) function to 

help the blind to use the phone or other electronic products, but in my perspective, 

blind people need another eye to help them to see the books or the restaurant 

menu. In the future, with the aging of the population, we face a more challenging 

situation to avoid visual problems.  

My project is intending to use raspberry to build a device which can help the blind 

to capture the words and let the blind to listen these words even there is no 

internet. In my dissertation I will use a raspberry pi 4b, a camera module and one 

button module to realize the function that I mentioned. 
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2 Background  

2.1 Raspberry pi 

The raspberry pi had been a famous product in Computer technology and 

education area. You can see it as a small pc, the different things between our 

normal pc are all its chips is already on board, just like a mini laptop mother board. 

Also,              

depend on command window on raspberry to realize what we want to do. It has 

been nearly 9 years until it first released to the customer. 

At first, the meaning of inventing raspberry pi is to build a modern version of BBC 

Micro (a micro pc in 1981, it enlightened the British child to involve in Computer 

Science area, for this reason the first raspberry pi has two model called Model A 

and Model B). In 2012.2.29 the first version raspberry pi Model B released, but it 

               

keyboard, it just a board. At that time the pc was an expensive machine for 

majority of people, the raspberry pi depended on much lower price won the 

millions of potential customers. And the first generation received tons of good 

feedback from educational workers and tech-media. After on year, the Model A 

launched, in 2014 the Model A+ and Model B+ released with lower price. Toady 

the advanced version of raspberry pi is Model 4B (see figure 2.1),  
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if you want to use it you just 

need to follow the official 

website introduction then 

you will get a portable 

computer. On the raspberry 

pi web, you can but many 

kinds of extension module, 

such as camera, ultrasonic distance module to do everything you want (because 

of huge user basement, there are many tutorials that you can find to help you 

control different modules). In this project I will use one camera module one 

speaker module and one button to realize the text extract function. 

2.2 Optical Character Recognition (OCR) 

The technology of OCR is based on optical technologies and computer vision to 

let the computer to read the written words or printing character, and transfer 

these signals into a language that can be recognized by computer. For example, 

if an app wants you to add your credit card, you can let the camera focus on your 

card surface, the app will recognize the card number and other information, so 

          .     

car to a carpark, there is a camera by the side of the gate, when your car move 

into a specific distance between the camera, it will record your license plate 

              

important under the threat of coronavirus. 

Figure 2.1 Raspberry Pi 4B 
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The concept of OCR is birthed in 1929, the German scientist Tausheck generate 

the concept and apply for the patent, but at that time there is no machine can 

realize his thought. In the 1960s, this technology is started to deep researched, at 

initial stage of research, the OCR can only recognize the number between 0-9. 

For example, in 1965s-1970s there are prototype can recognize the postal code 

              

why the postal code is always the stated form about your location. 

OCR is a technology which equips indeterminacy, the rate of correct recognition 

about the character is just like an infinite approaching function, you know the 

     .           

OCR reach the 100% accuracy. The custom of writing, the quality of printing, the 

level of scanner, the recognition approach and so on. Even there are much 

uncertainty, but we can see the overwhelming tendency about this technology, it 

brings great convenience in our daily life. Today there are four popular 

approaches to recognize the character: 

    

2 the third-     

3 use the traditional way to extract the features of the characters, and distinguish 

them by different features 

4 the CNN character recognition based on deep learning.  

All of these approached have its own advantages and disadvantages. In my 

          .     
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one of the open-source OCR engines and it has been supported by google for 

many years. The latest version of Tesseract support recognizes many kinds of 

languages. The accuracy on recognizing English and number is pretty and easy to 

use, but if I want to recognize the Chinese, I need to make further adjustments. 

 2.3 Text to speech (TTS) 

TTS is one of the technologies that transfer texts to sound, the technology is one 

of parts of people communicate with pc. With the huge development potential, 

there are many areas uses TTS, such as Voice assistant (Siri, Bixby), the function 

helps the blind to use smartphone and computer. Also,      

this function, I just need a speaker connects to my raspberry pi headphone jack. 

Nowadays, there are several TTS engine will help computer to transfer the text 

into voice. 

1 Cepstral Text to speech 

2 Festival Text to Speech.  

3 Espeak Text to Speech 

4 Google Text to Speech. 

Cepstral Text to speech engine is one of the best offline speech engines on 

Raspberry pi. It equips with high          

Cepstral Text to speech is not free and the sound resource is depended on the 

usage of the engine 

Festival Text to Speech is a very old speech engine, in general it has decent 

performance but the sound is not smooth and like an old robot. 
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Espeak is a more modern speech engine than Festival Text to speech. They are all 

offline but the Espeak has a much better sound quality, and from the knowledge 

from the video that record the blind people life. I found that the TTS sound from 

their smartphone is much similar with the sound of Espeak. Using Espeak will drop 

down the learning price. 

         .      

               

speech file which will be transferred by the internet. Because it depends on 

internet connection, I want my device can be used in every circumstance, even the 

sound quality is excellent (google translate), but I must give it up. 

In my project I choose the Espeak engine, compare with Google Text to Speech, 

the Espeak              

the Google TTS up, I need to make sure that the people who can use function 

anytime. If compare with the other two TTS engine, the Espeak has the best sound 

quality even it sounds like a robot. 

2.4 OpenCV 

The OpenCV is a critical open source, multi-platform computer vision library. It 

         .      

functions and categories, very light weight and high efficiency. Also, it supports 

Python to quote its function to realize the image process, the OpenCV just like 

the foundation of my project. With time going by, the OpenCV provides many 
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useful features such as text recognition, image recognition, creation of depth 

maps, and machine learning. Without OpenCV on y raspberry pi, I can do nothing. 

2.5 GPIO 

RPI.GPIO is one of the python modules, because the raspberry had already 

equipped with the GPIO pin on the board, so the GPIO had already built-in GPIO 

module, we can use it directly by python. In my project I will use button module 

to control the camera to capture images 

3 Text Extraction Platform Design 

 3.1 programming language selection 

The raspberry pi support three programming language: Python, Java, C++ and so 

on. In my semester in Cardiff           

              

and C++. When I first time open the pi, I found the Raspbian (raspberry pi official 

system) had already equipped the python program software: Thonny. After 

choosing the Python as the main program language, I can find many resources 

about the how to set your pi and kinds of modules, the Python bring me much 

convenience when I learn pi knowledge. But using Python to control   

           . 

Even so, use Python to control camera is sufficient for my project. 

 3.2 Raspberry pi modules selection 

  3.2.1 Camera module 
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In the raspberry pi hardware market, there are three version of camera that I can 

choose, Raspberry pi camera Module 2 (see figure 3.3), Raspberry pi high quality 

camera (see figure 3.1 figure 3.2), Raspberry pi camera Module 2 NoIR (see figure 

3.4).  

 

Figure 3.1                                  Figure 3.2 

The high-quality camera likes a professional camera on DSLR, it has much better 

image quality than the other two especially in the dark light circumstances 

because of bigger sensor and changeable lens. But the lens and high quality 

module are more expensive (nearly 4 times price of Module 2 and Module 2 NoIR ). 

In view of my project aims to help the blind have a more convenient life, so I give 

the high-quality camera module up.  

 

Figure 3.3                                 Figure 3.4 

The difference between Module 2 (left) and Module 2 NoIR (right) is NoIR has 
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Module 2, finally I choose the Module 2 as my pi camera to realize the image 

capturing. 

3.2.2 Button module and T transfer board 

In my version of code, I use a keyboard switch to 

control the camera to shoot the image of words, but 

when I review the program, I found that button (see 

figure 3.5) is significant in my project, in my 

assumption, the user can use the button to control 

the pi to execute the OCR to TTS process. 

The T transfer board (see figure 3.6) is a critical 

module which can help pi to lengthen the GPIO slot. 

The GPIO slot like the USB port on pc, the raspberry 

can use GPIO to communicate with different 

modules like button and LED lights even ultrasonic 

distance sensor and temperature sensor. Based on 

the GPIO, the raspberry pi can build many kinds of 

projects. 

Figure 3.5 

Figure 3.6 
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3.2.3 Platform Build 

The final platform (see figure 3.7) equips with 

one pi camera Module 2, one button module 

and one T transfer board. For software, I had 

followed the official website introduction 

install the 32-   :    

official recommended system for the new 

customer who want to build some projects by Raspberry Pi.  

     

Windows (see figure 

3.8), all of software and 

setting hide in the 

upper left corner little 

raspberry symbol (the 

function just like the 

Windows symbol). 

3.3 Optical Character Recognition (OCR) 

When I want to program to control the camera to realize the OCR function, I found 

            .    

research, I found that many experts recommend the new user who want to use 

OCR start from try to finish the Face Detection by the pi camera, in this process 

you will receive many new concepts about the OpenCV and many useful libraries 

Figure 3.7 

Figure 3.8 
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from the OpenCV to help you finish harder job in the future. So, I follow the 

 recommendation start to realize the face detection on raspberry pi.  

  3.3.1 Use face Detection to be familiar with OpenCV  

First of all, according to OpenCV website introduction I finished installing the latest 

version of OpenCV. In pi command window ,      

into a python3 virtual environment to realize what you want python to do. You 

can also check your python3 version in the first line , after that in this 

  import cv2   

cv2.__version__   

After install the OpenCV, we will use a Haar+Cascade classifier to realize the face 

detection.  

The classifier based on Haar+Cascade is an object detect method put forward 

from the thesis written by       .    

learning approach which based on the cascade equation training by tons of 

specific pictures, the first thing we need to know is to understand how the face 

detection worked. Firstly, the algorithm needs a lot of positive examples that the 

pictures equip with peo            

          .      

the features from these pictures. This is the Haar to extract features (see figure 

3.9), just like conventional kernel, each feature coms from the sum of white box 
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minus the sum of the black box. In this process, in every kernel, we process all the 

possible size and location (for example, a 24x24 size slip window has nearly 

160000 features). The hard thing is for every feature we have to calculate the sum 

of pixel from the white box and black box. For 

handling the giant calculation, the scientist quotes 

the concept: Integral images. The integral images 

technology simplifies the calculation of pixel, after 

that we just need to calculate the level of quantity of 

pixels and every calculation just involve 4 pixels. 

The majority of features calculation is inessential, for example (see figure 3.10), 

the first line shows two decent features, the first 

one seems based on the skin around the eyes is 

blacker than the nose and face, the second one 

shows the image around the eyes is darker than 

bridge of nose. Therefore, there is no meaning to use the same windows to detect 

the face and other part of our face. In order to get the best feature from the 

160000 features, the Adaboost can help. So, we apply all of the features into the 

training pictures, for each feature, we need to find the best threshold value to 

detect face. Obviously, not every classifier is absolute correct, we just need to 

catch these features which have lowest error rate. At first, every picture will have 

the same value, after classifier, we increase the value of worry pictures and find 

these worry features in order to make a better classifier (in this process, we get 

Figure 3.9 

Figure 3.10 
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the more precise feature), finally when we reach the time requirements we 

stopped, this is the Adaboost. The final classifier is the sum of the weaker classifier, 

actually the reason why we call it weaker classifier because they reach their limit 

             

classifier. The classifier just need 200 features can reach nearly 95% accuracy in 

detection area, normally the final classifier will equip with nearly 6000 features. In 

fact, in one picture, the majority of places are not face, so we use Cascade classifier 

to separate these 6000 features into different level, just like a pyramid, the base 

level has few features, we can see the picture as many different windows, if the 

window cannot pass the base level, it will be abandoned, if it passes the base level 

into the second level, the window will face more different features. if the window 

passes all of the classifier, this window region is the face area.  

For the convenience, the OpenCV had already equipped with many trained 

classifiers, such as face, eye and smile. When you install OpenCV, all of this thing 

is located in a specific fold. So, you can use these trained classifiers to detect the 

face.  

 

Figure 3.11 

The faceCascade is a OpenCV model for face, then I use camera setting in 

raspberry pi 

 

Figure 3.12 
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            .    

I start to use camera to capture live view and useHaar+Cascade classifier to detect 

which part of the view is face (see figure 3.14). This is the code and test result, 

after detection click ESC to quit the 

program. 

After try face detection on raspberry 

pi, I know how to use OpenCV to 

detect face and other objects, I can 

use the OpenCV inbuilt face model to 

create a decent classifier to help me 

realize face detect. But there are some 

                 

rectangle, I need more pictures about 

some specific people, and much time 

to train the camera. I believe if I have 

more time, I can do face recognition 

based on raspberry pi. The other 

important thing is I know how to set the 

camera parameters in this face detection 

process, the OpenCV is a useful tool for computer vision. 

3.3.2 Tesseract 

Figure 3.13 

Figure 3.14 
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Tesseract is an open-source OCR engine, it had been developed in 1984-1994 by 

HP Bristol laboratory, at first, the Tesseract as OCR engine for improve the 

performance of HP scanner. In 2005, HP let the Tesseract became an open-source 

engine. Now the Tesseract is developing by Google Project. In our daily life, there 

are many regions are using Tesseract to improve the work efficiency. Tesseract 

recognizes and read the text present in your selected images. It can read all image 

types and make a large contribution in scanned documents area. Tesseract has 

Unicode (UTF-8) support and can recognize more than 100 languages. So, the 

Tesseract is the most critical tool for me to realize the OCR function. 

Because the OpenCV has no 

Tesseract, I need to install the 

Tesseract engine on raspberry pi 

first (see figure 3.15. I can also download the Tesseract trained Chinese model to 

realize the Chinese recognition. In 

order to test the Tesseract engine, I use 

a short code and one article picture (see 

figure 3.16) to check the effect of Text- 

recognition. And the result is pretty good, 

except some characters in fancy style and 

     

recognized. But all of test is just base on 

the downloaded pictures instead of the 

Figure 3.15 

Figure 3.16 
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camera view. The next step is to find the way 

to connect the pi camera with the Tesseract 

engine. 

This is the test result (see figure 3.17) from the 

no-preprocessing Tesseract engine. 

After the face detection exercise, I understand 

some basic pi camera setting, but they are not 

sufficient when the camera faces a dark light 

circumstance. 

 

3.3.3 Pi camera setting 

At first, when I finished the face detection, I review the image quality is not good, 

because the Module 2 camera cannot realize the auto-fucus function, if I push the 

object or pictures too close by the camera, the pi can recognize nothing, after 

doing research, I find there is a circular ring built-in the camera module, if I turn 

it left, the focus point will be further, on the contrary the focus point will be closer. 

Finally, I find a decent focus point for camera to see the paper characters.  

Of course, there are more setting by software. In the program I need to import 

PiRGBArray and PiCamera in my code to call the camera module. I can set the 

camera resolution and frame rate by code, the (640,480) is the resolution of 

Figure 3.17 
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the camera and 30 is 

the framerate. In the 

last line PiRGBArray() 

(see figure 3.18). 

before this command the pi camera gives me an original RGB array image that 

   .         

PiRGBArray() will encode the frame in Numpy array. Comparing with other 

formats, the NumPy array can be used straightly by Raspberry pi instead of 

transferring to OpenCV format. So that we can have a better performance. 

The iso is the same parameter with the film industry, is a parameter to measure 

the light sensitiveness by camera sensor, normally higher iso means better dark 

light performance, but in the viewer, you will see more noise in the image, so I try 

to use a low iso to make sure the image quality (higher image quality will help the 

Tesseract to extract the characters on the paper).  

After test the different setting about the camera, I have to admit that if I want to 

use the camera in a dark light circumstance, the image quality is unsatisfactory 

because of the small sensor. 

3.3.4 Realize the OCR function 

After the Face Detection and Tesseract test, I understand how can I control camera 

and Tesseract, the first main target is to build a OCR function, I will combine 

camera and Tesseract engine to realize the OCR function. Except what I did before, 

if I want to use camera to shoot a picture and transfer it to Tesseract, I need do 

Figure 3.18 
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more work. The same camera setting with the Face Recognition, I need a loop to 

call camera running until I click one button to capture the image, after that I will 

use the Tesseract to extract the text from the image and use one parameter to 

behalf of the text and print it out (see figure 3.19).  

 

 

Figure 3.19 

The biggest difference are the codes in for loop. The function 

capture_continuous() has three parameters: rawCapture, format and 

use_video_port. The rawCapture is tell the camera we will read every frame in 

  .          .  

format you can choose bgr or rgb. In my program, the reason why I select the 

bgr is for the convenience of OpenCV. According to the related articles, the 

OpenCV libraries will have a better performance in BGR than RGB mode. For the 

accuracy of OCR and Tesseract, I give the RGB up. For the parameter 

use_video_port, True means that we can use a window to have a live view about 

the camera sight. I can use the live view to check if the words aim the camera 

accurately. For the function of cv2.waitkey(), just as the meaning of the words: 
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wait key. When execute the function, the raspberry pi will detect the keyboard 

signal to compare it with the number in the brackets. If the key that you pressed 

           waitkey(0) in this 

          . 

The rawCapture.truncate(0) will help the raspberry pi to clear the prepared frame 

in continued frame captures. 

3.3.5 OCR brief summary 

After trying Face Detection and OCR function, I am further familiar with the 

process that how to use OpenCV built-in library       

components. In my results, I also found that I can do better in some areas, such 

as the dark lights performance, when it comes to dark light, the camera cannot 

supply decent images, even with the powerful Tesseract engine, the final result 

isn't perfect. I believe if I can do further adjustments on camera and Tesseract 

engine, I will have a better result. Also thanks the other pi user to help me find 

how to use OpenCV, Tesseract, I found many materials from the internet, they 

really give me tons of help. 

3.4 Text to Speech (TTS) 

Just like what I mentioned in Background, there are four speech engines for me 

to choose. When I consider this function will make sure the user can use it even 

offline, so I give the best Google speech engine. In the other three, I found many 

examples to listen their sound quality, even Espeak sounds like a robot, but has 

the clearest sound, I can do further adjustments to improve the sound quality. 
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  3.4.1 Speech engine: Espeak 

Espeak is a offline Text to speech engine, because it had been existed for a quite 

       .    Espeak, I need 

to make sure the pi has no issues on sound function, in the command line, I input 

this command:  , I heard a female voice for almost 10 

.        .       

need to input , after execute this command, my 

raspberry can use Espeak command to speak words. To test the Espeak engine by 

using Espeak command. If I want the Espeak         

in the command line input , then I will hear a 

robotic voice says the words. But at first use the Espeak, I forget to add quotation 

by the side of the sentence, the Espeak can only recognize the first word. 

Then I start to create my python program that speak words because I nee

d Espeak to help me say the words from the OCR result. From the basic f

unction count numbers. I will download num2words python package to hel

p me transfer the numbers into strings, when it finishes the transfer proces
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s  (see  f igure  3 .20 f igure  3 .21 ) ,  the p i  w i l l  read the  number .  

 

Figure 3.20 

 

Figure 3.21 

There is a critical command in 15
th
       Espeak in 

command window (see figure 3.22). Except the number I will try to use py

thon call Espeak to say words.

 

Figure 3.22 
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The difference between the count number is the program supports to store the 

sound file, for example if I want Espeak    .    .   

appear on the pi desktop window you can re-listen the words 

 

Not only support English speaking, the Espeak packages also 

support more than 30 languages such as French, Spanish and  

American accent English by change the command,  

 the -ves means Spanish version, -vfr is 

French and -en-us is American accent. Of course, the Espeak also support to 

change the voice (7 male voices and 4 female voices).  

This is for male voices  and this is for female 

voices . There are many other adjustments such as 

               

use all of these func .           Espeak. I did 

some research about if there is a upper platform can control these speech engine 

in raspberry pi, so I find Pyttsx3. 

3.4.2 Using Pyttsx3 to control Espeak engine 

If we see the speech engine as the works, the Pyttsx3 just like their boss, in 

different system the Pyttsx3 can call different speech engines to speak. On the 

raspberry pi we use Linux Espeak engine to speak words, but like the command 

in the 3.4.1, I must finish some complicated work. If we use Pyttsx3 to control the 
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Espeak will be much easier. When I first time touched the Pyttsx3 I did some 

python programs to check if it gives me more convenience.  

Just like the first time I use Espeak, I try to use Pyttsx3 say some words, and I found 

the sound quality has no difference because of 

the Espeak engine, but I just need to use 

engine. ay  one command to realize the 

      Espeak directly. The first thing if you want 

to use it is import pyttsx3 from python3 packages, and do not forget to initialize 

the pyttsx3. Then the pyttsx3 allow you to use engine. ay  to say the words. 

Because the pyttsx3 use Espeak, so we can use pyttsx3 to adjust the speak setting, 

we can set new speech rate by , the default rate is 

200words in a minute. You can also set the volume and voice style. After using 

the pyttsx3, I find my old program can be easier, the next step is to use pyttsx3 to 

realize a simple project to help me familiar with the pyttsx3. 

3.4.4 TTS brief summary 

From the learning of TTS function, I found that if I want to use python to realize 

the speak function I not difficult, because there are many speech engines, and if I 

go browser their official website, I can find the detailed introduction to tell you 

how to install this type of speech engine on your device. And there are many 

experts article to help you how to use your speech engine. But I am not sure the 

decision of choosing the offline speech engine, because the online speech 

engines have much better sound quality and sounds like a human. From the 
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studying of pyttsx3, I found the code based on python is concise and easy to 

understand, I have the confidence to finish the combination of OCR and TTS. 

4 Application by TTS and OCR 

In this part, I will combine the OCR function and the TTS function together, the 

raspberry pi will use the pi camera to capture the words that you want to read 

and the Tesseract extract the words bring it to the Pyttsx3 to speak out.  

4.1 Image capturing and image to text conversion 

Just like my OCR studying in Chapter 3, I will use the camera to capture the article 

and use a variable to behalf of result of the Tesseract engine. the first thing imports 

the essential modules from the python3: pyttsx3, cv2, pytesseract to realize the 

function of TTS, and PiRGBArray, PiCamera to control the camera to realize the 

OCR function. Because the camera image quality is the critical part in my project, 

so I make some adjustments by pi camera setting in python3 (see figure 4.1), I 

change the iso to 400 for better dark light performance, 12000 as my camera 

shutter speed for letting lighter move into the camera sensor. 30 framerates have 

better image quality than 60fps because of the performance of the chips. So, when 

I run the program, there is a 640x480 window jump out, we can see the view of 

the camera and decide which parts of article that you want to transfer.  

because in the OCR 

exercise I build a 

practical OCR 

program to Figure 4.1 
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recognize the characters, so I can move the code into the final combination. If I 

want to realize the TTS, I just need to add pyttsx3 code in (see figure 4.2).

 

Figure 4.2 

1. Capture window (live view)  

I will use one of pages of ざHow to win 

friends and influence peopleとto show the 

process of OCR function.(See figure 4.3) 

 

 

2. When you move your book and find 

the appropriate paragraphs that you want to use OCR, you need to aim the 

               

Figure 4.3 
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camera takes a picture of the page. Finally, the Tesseract will show the characters 

in this page on the 

command window.(see 

figure 4.4) 

From the results, we can 

see that the accuracy is 

appropriate, and some of 

the fancy style characters 

can also be recognized (I 

believe the light 

circumstance plays a 

major role in the OCR 

process) 

4.2 Text to speech 

According to the TTS project based on pyttsx3, comparing with the original OCR 

code, I need to add few critical to call the pyttsx3. Firstly, import pyttsx3 from the 

python3, and use variable engine to initialize the pyttsx3, because variable text is 

the result from the pytesseract (the pytesseract     

into string), follow the TTS project I will use engine.say(text) and 

engine.runAndWait() to realize one speech progress.(see figure 4.5) Because the 

raspberry pi has headphone jack, I can use a small 3.5mm headphone jack sound 

box connect raspberry pi to output the Espeak sound. 

Figure 4.4 
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Figure 4.5 

4.3 GPIO applications 

The button module will simulate the reality situation. If the user wants to use this 

device to read something, he/she just need to click the small button, and the 

device will help him read the articles. But when I link the button with the raspberry 

            .      

to understand is the GPIO ports on my raspberry pi 4b. 

In the RPI.GPIO, there are            

       .       

              

serial number, if you want to update or cha        

   .          

channel code of Boardcom Soc, if you want to use this pin version, you need to 

    .   .6  
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Figure 4.6 

From the two-pin picture I check the pins position. In the software, you can select 

different version of pins by GPIO.setmode(GPIO.BOARD) or 

GPIO.setmode(GPIO.BCM). Normally if you want use python to control the IO, 

the BCM is a better choice for user. Because if you use the BCM version, you will 

have more GPIO ports left, you can control more modules by different GPIO pins. 

After understanding the rule of GPIO, I will use a led test to familiar how to use 

the GPIO ports. 

  4.3.1 Led lights exercise 

The LED module (see figure 4.7) has four separate pins control the red, green and 

blue lights and a GND pin to connect the ground. I will use 

BCM version to control the LED light. Firstly, import GPIO 

module by import RPi.GPIO as gpio, for controlling the light 

time, there is a critical module called time (import time)      

to control the LED            : 

gpio.setmode(gpio.BCM). I will use the 16
th
 pin to connect led module: 

Figure 4.7 
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gpio.setup(16,gpio.OUT), this means I will set the 16
th
 pin as output mode to 

control the high or low electric level. Then use a while loop to control the LED 

realize a red light flashing. By using time.sleep(0.1), I can let the red interval time  

became 0.1s. So, we will check a quick flash by 

red light. The gpio.output(R,gpio.HIGH/LOW), 

means the different electric level on 16th pin, 

  the       

red light off. After trying to control the red light, 

I will try to flash the light that follow the regulation of red-green-blue-red. (see 

figure 4.8)  

Just follow the single-color operation, we need 

to set green and blue color into different GPIO 

pin, in my mind, I use 20
th
 pin as green color and 

21 pin as blue color. And use an endless loop to 

let the red, green and blue alternant 

flashing. (See figure 4.9 figure 4.10) 

 

 

4.3.2 button module usage 

After trying this led light experiments, I have a basic impression on how to use 

GPIO to help me control the different modules, so next step I will study how to 

Figure 4.8 

Figure 4.9 

Figure 4.10 
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use button module to control the camera in my project. In my opinion, I want to 

use the button module as a switch control the all processes. 

the first thing that I need to do is to connect the right pin, 

there are three pins on this module, GND, VCC, and SIG. 

the significant pin is SIG, I need it to connect the GPIO 

pin that I want to control the button. This time I choose 

the 18
th
 pin to control the button. After connecting, I need 

to know the theory.  

This is the button circuit diagram (see figure 

4.11), for example, the button is S1. When we 

press the S1, the circuit will connect to the 

ground, the P04 is low level, if we loosen the 

S1, the circuit is stopped, the P04 will show the 

high-level. So, I can use this 

regulation to control the button 

by Python. The first we need to import GPIO: import RPi.GPIO as GPIO (use GPIO 

module to control the IO ports), and we set BCM mode: 

gpio.setmode(gpio.BCM), then set 18
th
 pin to control the button SIG pin. For 

               

we prefer to set pull-up resistor and pull-down resistor to handle this problem. In 

this way we can set the default input value. This time we use pull-up resistor, then 

use an endless loop to test if the button is pressed. (See figure 4.12 figure 4.13) 

Figure 4.11 
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But when I press the button one time, 

       

appear. Even just touch the button 

     .    

some researches to figure it out. 

Because the button has mechanical dither (see figure 

4.14), so when I touch it or press it, the switch will think 

it has been pressed for many times.  

Normally the time of mechanic dither 

last for 10~20ms (depend on the 

quality of the button). In the 10~20ms, 

the raspberry pi can execute the 

program for thousands of times, so I 

need to find a way to avoid the 

mechanic dither. I will use time module to avoid it. Time.sleep(0.02) means that 

the program will wait me (see figure 4.15) 

for 20ms, then I will re-test the 18
th
 

voltage, if it is low-level, the program 

will move into a while loop until I 

loosen the button. In this way, I can avoid the 

mechanic dither. This time when I press the button, 

     appear. (See figure 4.16) 

Figure 4.12 

Figure 4.13 

Figure 4.14 

Figure 4.15 

Figure 4.16 
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After that I will add codes to control the camera in my program. When I press the 

button there is nothing happened, when I loosen the button, the program will 

follow the procedures in TTS and OCR to extract words and read them out. (See 

figure 4.17) 

 

Figure 4.17 

The first time press the button will call the camera, if you press the button again, 

the camera will capture the image and transfer it to OCR and TTS engine to realize 

   .   goal 

4.4 Application summary 

      st time touch the raspberry pi 4b. Thanks me 

supervisor gives me tons of guidance when I confused to choosing the project. 

From selecting one of the raspberry pi versions to determine which extensions 

that I want to use in my project, I meet many obstacles. In choosing the raspberry 

pi, there are many price levels on official website, after doing researches, there are 

many raspberry pi users recommend new user to but the latest raspberry pi if you 
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can accept the price, because the newer version means support more things and 

have more powerful performance, so I choose the raspberry pi 4b. After discussing 

with my supervisor, I choose to realize a text recognition based on raspberry pi, 

at first, I am worried about if I can finish it in time, because even I learned much 

knowledge about python in my postgraduate semester, but the raspberry pi is a 

brand-new area for me. At the beginning of project, I naively think I just need a 

camera as my extension, but when I finished the combination of OCR and TTS, I 

believe              

bring a laptop and a raspberry pi out and press a key to help him/her to read the 

articles. So, I add a button module to help the user to control this function. I found 

   self-improvement processing, when I finish the OCR function, I was 

many exercises, from the face detection to use the Tesseract to extract the text in 

images, I found that there are many useful build-in functions have already been 

installed by raspberry pi, if I want to use them, I just need to call these 

packages/libraries by python3. The tesseract is a useful text extract engine, thanks 

            

about the tesseract and can get a better recognition effect. But when I did the test 

in the daytime and night (even open all lights in my room), there is a non-

negligible difference about the recognition accuracy, even I do some researches 

about how to enhance the camera dark light performance, such as pull up the ISO, 

slow down the shutter speed to let lighter move into the sensor, increase the 

   .          
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deficiencies of the small sensor, so I need to make sure the circumstance light to 

help the tesseract to recognize the text. I had the decision of use the photo 

resistance to detect the luminance of the circumstance and add a fill-in light to 

simulate the daytime situation. When the photo resistance detects the luminance 

is too low will turn the fill-   .          

   .              

realize the OCR and familiar with the OpenCV. After successfully finish the OCR 

test, I get more confidence on TTS function, in the background chapter, I said 

there are four speech engines that I can select. From the best offline and free 

speech engine: Espeak            

to concern about the internet condition, I will choose the Google TTS. The Espeak 

sound is more robotic, I will try to do further adjustments on the voice. Thanks to 

the developments of OpenCV, I can use pyttsx3 to call Espeak engine in one 

command: engine.say().  

Finally, I combine the OCR and TTS together, because I had finished many small 

exercises, some of them have decent codes so that I can assemble them and did 

little changes. In the process of combination, the critical issue is adding the button 

module. The GPIO is a good function for raspberry pi to use more extensions such 

as ultrasonic sensor to detect the distance and so on. According to different T 

transfer board protocols, the usage of pin is different, for me the T trans board 

help me push all the GPIO pin more forward than the GND and VCC, so I can 

select the io port easily. In this processing of familiar with the new hardware, I also 
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use small works to train me how to use this tool. Of course, there are many articles 

show tutorial to help me understand how to use GPIO if I have no experiences. 

Because of I make mistake of the voltage level about my button, in the exercise 

of testing key press, I cannot stop the p in  key p e , until I found that that 

             press it, the 

voltage level is LOW. For handling this problem, I use one night to test the T 

transfer board and the way of using GPIO. Finally, this project is finished and the 

result is not bad. However, it still has obvious deficiencies about the accuracy, so 

I made further research to find the way to improve the image quality. 

4.5 Improving accuracy of OCR  

The original Tesseract has multiple methods to realize image processing by built-

in packages (using the Leptonica library) before doing the actual OCR function. 

The Leptonica library plays a crucial part in pre-processing the image, nonetheless, 

the built-in library is old. If we depend on the program, there are always have 

something wrong happened. So why not do some preparation for better 

recognition accuracy in OCR. 

The first is Rescaling, according to the official introduction, the Tesseract engine 

will work better on image whi            

consider the relation is higher resolution of image means higher recognition 

accuracy. If the images are under 300 dpi, the tesseract will have a unsatisfying 

result, because higher resolution will help Tesseract to resize images.  
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Second: Binarization

see figure 4.18 , in 

this process will convert 

an image to black and 

white version, for 

convenience, Tesseract 

will use Otsu 

algorithm(built-in) to 

do this work, but the result may be suboptimal, especially when meet the page 

which background is of uneven darkness.  

Third: Noise Removal           

random variation of brightness or color in an image, just like the noise on the 

picture that captured by our phone in the dark light, there are tons of colorful 

spots in the dark side of the images. The noise will also make the text of the image 

more difficult to recognize. Certain types of noise cannot be removed by Tesseract 

in the binarization step, which can cause accuracy rates to drop. So, before 

recognition we need to help the tesseract has a decent luminous environment, 

the brighter circumstance will significantly decrease the noise. 

The fourth: Dilation and Erosion (see figure 4.19), in the normal articles we can 

see various of characters, some of them are bold the others are thin. The different 

between characters will impact the recognition of details and reduce the 

Figure 4.18 
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recognition accuracy. After researching, there are many image processing 

programs prefer to depending on the rules of Dilation and Erosion. When meet 

the characters which color is too shallow to be recognized precisely, the program 

will deepen the color which 

belong to the c   

on the contrary, if the ink of the 

character is much expanded that 

disturb the OCR function, the 

program will shallow the ink and 

shrink the character. This technology can also be used to help the museum extract 

the words from the ancient articles, because the ink will expand with moisture into 

the paper. By using this technology, the archaeologists will get more information 

from the cultural relics and historic sites.  

The fifth: Rotation (see figure 4.20), in my test, because I must hold the article by 

myself so I cannot sure the 

characters is in correct position, 

there is a critical deficiency, if 

the paper that you want to scan 

     

position, the Tesseract 

recognition function will be 

affected critically. The worse Tesseract results means the OCR cannot have the 

Figure 4.19 

Figure 4.20 
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best working circumstance. So, in case of this issue happen, we need to make sure 

the paper will be scanned should on correct position. 

Except these methods to help me improve the accuracy of OCR, the border of 

articles always plays a critical role in disturb the result of Tesseract. After follow 

these pre-processing, I found that my tesseract accuracy has a decent progress, 

but through the comparison, I found that the ambient brightness is the most 

significant factor, if the brightness changed, the tesseract results will have a big 

change. 

5 Conclusion and Expectation 

In a word, what I did is a device can help blind people to listen articles, for example, 

if I am the blind, someday I want to have a dinner outside because of celebrating 

  .          

                  

others, so I can use this device to read the menu, not have to very precisely read 

the dishes names but some critical materials should be fine, I can book my deal 

for tonight smoothly. I believe this device will give the blind more courage to go 

out, your ears are your eyes. Comparing with the reference materials, my project 

advantages is combining the OCR and TTS together. Of course, the whole device 

is based on raspberry pi 4b, because the raspberry pi is a small board with all 

    ry thin, even with the camera module and button, 

I can use a small case to install all the modules. So, if this device can be 

manufactured, it must be a portable equipment. At the beginning of considering 
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usage scenario, I think everything should be offline, but when I finished the project 

and have a review, I found that there is a SIM card module for raspberry pi. You 

can insert the SIM card for your pi and have internet all the time. If I have more 

time to realize this function if the sim card module is difficult, I can use a mobile 

hot spot to replace it. Nonetheless, there still have a big room for improvement. 

             

accurately when meets dark light circumstance, if I have more time to improve 

this project, I will add a led fill-in light module by the side of the pi camera and 

use an ambient light sensor to detect the brightness, when the brightness under 

the specific value, the fill-in light will open to help the camera to capture the 

image, in this way the accuracy will have a big improvement. The second is the 

performance of resisting the rotation, because of the Tesseract prefer to using 

rectangles to mark the characters in each line. If you rotate the paper, you will 

have an irregular rectangle, so the recognition accuracy will be affected. I have 

more time I will find some methods to improve the ability of resisting rotation.  

The main purpose is to want the blind to live a better life, I understand the smart 

phone has excellent offline built-in TTS system called Pico Text to speech. But it 

based on Android system, I try to transfer it to raspberry pi but there is no use. I 

did many researches about the functions that help the blind, but even the 

Samsung flagship has awful used experience for the blind, however the IOS phone 

have much better using experience, in my knowledge the if you open the android 

blind mode, it will separate the whole desktop by apps icon, when your finger 
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       e phone will use speaker to read 

the app name to help user find the app that he/she wanted. If the user wants to 

know the contents of the screen, he/she just need to use fingers slide on this page, 

then he will listen the contents. There is a critical deficiency, because of android is 

open-source system, and the amount of blind user is little. So, there are almost 

no company want to spend much more time and money (comparing with the 

normal version of app) on developing the special version of app for the blind user. 

I want to make endeavor to help the blind. According to the scientific researches, 

the blind people will have a better hearing than the ordinary people. From some 

videos record the blind people daily life, I found if they use the phone built-in TTS 

function, they will use very fast speech speed to listen the contents, for ordinary 

people that speech speed is unacceptable, we need exercise for a long time to 

adapt this speed. In my project the Espeak engine sounds like the TTS engine on 

the phone. By the way, the reviews of the IOS and Android TTS engine show that 

Apple have better experience for the blind people. Because the IOS can control 

the app strictly so the apps on iPhone can be call easily by user. But if I want to 

use android or iOS, the price will much higher than the raspberry pi 4b. The 4B 

version equips with more function than the old raspberry pi. For convenience I 

choose the 4B instead of other pi. If I have more time, I will cut down the cost 

within nearly 60 pounds by replace the raspberry pi 4B by raspberry pi 3 or 2. 

6 Reflections 
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In this project, I designed four steps to realize my target. Form OCR to TTS and 

GPIO, finally combine all of components together into the final work. I have to say 

       as, but thanks to the studying in Cardiff 

university in my postgraduate semester, I learned the Python language. Through 

the assignments I understand the convenient of python, I used to build a small 

library book regulation system by python. I really love this coding language. So 

that I select Python as my coding language.  

In the process of learning OCR technologies, I prefer to using two small exercises 

to help me learn the rules. The first is learning how to use OpenCV to realize face 

detection. After reviewing many examples of face detection, I understand OpenCV 

is treasure for OCR. There are tons of useful packages that you can utilize them 

to realize your work. Such as Tesseract engine. after realizing face detection, I can 

even realize the face recognition, this means that when the camera catches the 

face, the same with face detection, there is a rectangle by the side of the face, but 

this time the rectangle will mark the name of this face. Because through the first 

exercise, I learn how to train the c      .  

course, there is a premise that I need to have many photos about this specific 

person. After trying this exercise, I have the confidence to build an alarm system 

to detect the stranger. The second exercise is using program to recognize the 

characters in the selected image, in this process, I learned the theory of Tesseract 

engine, if I want to use it in my project, I just need to use camera module shoot a 
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picture of articles, and use the same method in second exercise to extract the 

characters in the image. 

Like the OCR learning, I use exercises to learn the new knowledge in TTS area. 

Comparing with learning OCR, because there are many free speech engines and 

they have detailed introduction on their websites. Al       

many articles to guide me how to set speech engine properly. After learning, I 

tried different engine to test the sound quality. Finally, I select the Espeak    

offline and the sound like the blind user phone speak. After learning how to use 

OCR and OpenCV, I understand how to build a personal project by free resources. 

For my project, what I need to do is connecting the two parts together. 

Thanks to using many exercises to familiar with the new knowledge, I was 

sur     .          

the exercises procedures. After combination, according to the learning experience 

                 

decide to add a button to control the device to realize the function in my 

designing. For learning GPIO to control the button, I search the GPIO rules, 

because I had experience on control SCM by C++. But this time is python program, 

through the LED and Button exercises, I know how to use python to control the 

raspberry pi GPIO. After learning GPIO, I found that I can use unofficial hardware 

to extend the function of raspberry pi. There are many combinations on raspberry 

pi, I can build CCTV alarm system by buzzer module and camera. There is infinite 
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possibility for raspberry pi because of GPIO. Thanks to my supervisor recommend 

me to select the raspberry pi project.  

In the past, when I meet one unfamiliar knowledge area, I will start to learn the 

knowledge from every basic knowledge. Next time when I touch unknow 

knowledge area, I will learn the knowledge that I needed and train it from small 

exercises, through the exercises I can understand the theory much quicker than 

before. Through this project I know the new methods of learning, and much of 

new knowledge. 
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