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Abstract 

 

In some large chain retail stores, such as Walmart, there are a large number and variety 

of goods sold every day. To improve the service quality and revenue of the store, and 

at the same time to ensure a balance between supply and demand, the key point is how 

to do it in the rapid circulation of goods, which means how to generate accurate 

forecasts for them. It is very challenging to build a regression model based on limited 

historical data. Still, with the continuous development and increasing usage of machine 

learning, to a certain extent, it could solve problems in an efficient and accurate way. 

At the same time, traditional forecasting methods need references with a lot of 

additional information to achieve the same goal. Based on historical data and extracted 

eigenvalues, this project can also be seen as a kind of data mining problem, where 

regression methods are used to predict the sales of a single item for Walmart stores in 

45 regions of 3 states in the United States. Also, as a time series forecasting problem, 

it is based on the data set provided by Kaggle, and Light Gradient Boosting Machine 

(LightGBM) is applied to predict the demands of Walmart products in the next 28 days. 

In this process, two sets of different parameters are used to test the impact on the model, 

and then the model could be optimized according to the accuracy of the prediction 

results.  

 

Keywords: machine learning, time series problem, retail forecasting, decision tree 

algorithm.  

 

 

 

 

 

 

 

 



Introduction 

 

1.1 Background and Objectives 

 

Walmart was established in the United States in 1962 and has now developed into the 

world's largest retail chain. The success of such a business giant lies not only in the 

continuous provision of excellent products and services but also in its excellent data 

analysis teams, especially those who provide cutting-edge predictive research for the 

company. Since accurate commodity sales forecasts play a vital role in the retail 

industry, missing opportunities due to inaccurate forecast result is less common than 

ever. Furthermore, the purpose of this study is to finely predict the sales of each item 

in Walmart stores in the next 28 days from 24th Apr 2016 and to improve the accuracy 

of the prediction as much as possible. For the M5 series of competitions, it is even more 

essential to enable the results to be successfully utilized in the development of real 

enterprises. 

 

1.2 Problem Description and Task Analysis 

 

Nowadays, predictive analytics is playing a more and more critical role in the 

development of businesses. But the considerable retail system relies on accurate sales 

forecasts since accurate forecasts provide a high reference value for warehousing, 

supply chain, cash flow, etc., once the forecast data has a significant deviation, there 

will be a problem that can greatly interfere with the company's decision-making, 

resulting in the loss of opportunities and business and other issues. For example, on a 

specific festival, the sales of products related to cultural customs will increase. Suppose 

the store does not conduct proper investigations, resulting in deviations in the results of 

data analysis, then in the inventory allocation stage. In that case, the inventory of 

unneeded commodities will increase, and the commodities sold in accordance with the 

season will be in short supply. Such mistakes are detrimental to the retail industry and 



can lead to problems such as high transportation costs, chaotic inventory management, 

and missed opportunities that can significantly reduce store sales. 

 

Therefore, in order to increase Walmart's share in the retail market and improve the 

brand's business insight, it is not only necessary to mine data value based on appropriate 

means to predict the future sales volume of a unit of goods but also to improve the 

accuracy and reduce the error of the forecast as much as possible. 

 

1.3 Research Significance 

 

Based on knowledge reserves such as principles and application of machine learning, 

it is possible to organize reasonable data in the pre-processing stage and complete 

appropriate feature extraction. The above knowledge also plays a key role in model 

selection. And from another perspective, this topic has a practical application. For 

example, the forecast of commodity sales greatly facilitates the management of supply 

chain processes because it can help companies better understand customer needs, and 

then ensure a balance between supply and demand and help companies maximize 

profits. This advantage can be embodied in all aspects of supply chain delivery, such 

as forecast quantity, order delivery, return and exchange, and inventory sorting. As a 

time series problem, this topic can also be viewed as a predictive analysis of certain 

commodities within a specific period, and the main idea is to plan a more efficient 

inventory space, reduce operational risks and explore customer buying habits. And now, 

commodity sales forecast analysis is a critical tool in the business process of many large 

retail companies such as Walmart. 

 

1.4 Advantages Compared with Other Methods 

 

The decision tree-based machine learning algorithm Light Gradient Decision Machine 

(LightGBM) is applied in this model, which can directly support categorical features 

while optimizing the memory footprint, it also helps to omit some steps, such as feature 



conversion. Since most machine learning tools are sensitive to numerical values and 

cannot directly support categorical features, a scaling method needs to be added. 

Generally speaking, this requires converting categorical features into multi-

dimensional 0/1 features. LightGBM optimizes the support for category features, can 

directly input category features without additional 0/1 expansion and adds decision 

rules for category features to the decision tree algorithm, which improves the efficiency 

of time and space utilization. 

 

On the other hand, LightGBM also has a faster training speed, higher efficiency, and a 

lower memory occupation. The histogram-based algorithm allows continuous feature 

values to be packed into discrete buckets, which makes the whole training process faster, 

and the use of discrete bins to store and replace constant values takes up less memory. 

 

Compared to other boosting algorithms, LightGBM achieves higher accuracy by 

generating more complex trees through the leaf-wise splitting method than the level-

wise splitting method. Moreover, its extensive data processing capability and support 

for parallel learning can be shown to be vastly superior in solving the problem presented 

in this topic. 

 

Finally, the accuracy of the results predicted using most traditional time series 

forecasting methods is not up to the desired level. For each such model applied, the 

model must be manually adjusted to fit the dataset, whereas machine learning methods 

allow the model to be actively iterated multiple times. Using the LightGBM algorithm 

in machine learning is a relatively suitable solution here. 

 

 

 

 

 

 



Literature review 

 

2.1 Background of the Literature 

 

With the development of new science and technology, accurate forecasts could provide 

more reference information for people's lives: as consumers, we will make rough 

predictions based on previous years' promotion dates, specific discount information, 

and commodity price trends. Then getting an idea about when to spend money can be 

cost-effective for us because it is easy for us to forecast when they will drop in price 

with the help of prediction. On the other hand, as a merchant, comparing the historical 

sales volume can not only provide a reference for their supply chain, but also be of great 

benefit to their future strategic development. Therefore, an accurate sales forecast plays 

a vital role in the retail industry. 

 

Looking back at previous research, such as the research of (Vakharia 2002), it can be 

found that the rapid development of artificial intelligence and various data analysis 

methods has brought new inspiration to the information field in recent years. It is 

obvious that it has played a very significant role in data mining and assisting business 

decision-making. For instance, when it comes to practical problems, much key 

information will be analysed in different schemes, such as historical sales per unit of 

time, the reputation and promotion of a particular brand, also some changes in the 

external environment, etc. According to (Wang et al. [no date]), when solving such time 

series prediction problems, the above factors can be extracted as features to participate 

in the model's training.  

 

In the era of big data, whether it is offline retail or e-commerce, the amount of data 

involved is enormous, and it is still showing an explosive growth trend with the 

development of the times, then it is reflected in accurate prediction. As a common 

strategy in the sales supply chain, it solves the operator's problem of balancing supply 



and demand. In recent years, many experts and scholars have studied sales forecasting 

and provided much literature for reference. 

 

2.2 Field and Scope of Investigation 

 

For some time series analysis cases, as far as the field of investigation is concerned, 

(Maçaira et al. 2018) mentioned in terms of the number of relevant pieces of literature, 

environmental science, economics, and health are the top three. While for applied 

models, the top three most popular are regression models, artificial neural networks, 

and support vector machines. (Chen et al. 2020) indicated that in recent years, since 

time series forecasting is essentially doing some research and analysis of past data, it is 

easier to find some trends or regularities on this basis so that it can also be used in other 

fields such as traffic modelling, solar intensity predictions, and demonstration findings. 

While most of the surveys on the traditional retail industry are about clothing, general 

merchandise, electronic products, and automobiles, some studies, such as the research 

of (Chen and Lu 2017) is based on sales forecasts for information technology or 

computer products while (Athanasopoulos et al. 2009) focus on locally domestic 

tourism industry. 

 

2.3 Analytical Methods Mentioned in the Literature 

 

In the collected literature, there are various solutions to different problems, ranging 

from traditional statistical analysis models to machine learning and artificial 

intelligence models. Each analysis method has its characteristics, and many scholars 

begin to explore the comprehensive framework.  

 

(Chen and Lu 2017) not only applied three clustering techniques such as self-organizing 

map (SOM), growing hierarchical self-organizing map (GHSOM), and K-means, but 

also combined two machine learning techniques, including support vector regression 

(SVR) and extreme learning machine (ELM) methods, and then evaluated the effect of 



various combination methods. Finally, through testing this method, it could be found 

that the most suitable model for this retail situation is actually the GHSOM-ELM model.  

 

(Chen et al. 2020) proposed a new framework TADA for the first time, which is used 

for time series prediction together with dual-attention and multi-task RNNs. They first 

modelled internal and external features with a multi-task RNN encode and found that 

the TADA framework has good performance and high accuracy in real-world 

predictions. 

 

(Di Pillo et al. 2016) emphasized that the premise of prediction is the selection of 

suitable input attributes for the machine. At the same time, they discussed different 

situations in the sales prediction for a specific item in a retail store. Since the considered 

case includes promotional activities, it is found that some methods in machine learning 

algorithms, which are based on support vector machine (SVM), are more inclined to 

obtain efficient results in this nonlinear prediction. 

 

(Dong et al. 2019a) pointed out that a supervised regression model is adopted, which 

mainly tends to combine three machine learning models at the same time, consisting of 

Linear Regression (LR), Extreme Gradient Boosting (XGBoost) and Light Gradient 

Boosting Machine (LightGBM). The results show that the comprehensive model 

performs very well on the premise of extracting both statistical and discrete features. 

 

(Na et al. 2019) used traditional statistical methods which are based on the ARIMA 

model to calculate the sales volume and geographic location of retail stores, also 

combined with customer data (such as passenger flow and customer unit price) for 

application calculations. 

 

(Dong et al. 2019b) utilized Incentive Autoregressive Integrated Moving Average (I-

ARIMA), Long Short-Term Memory (LSTM), and Artificial Neural Network (ANN), 

respectively, according to the characteristics of different datasets in the e-commerce 



field. After testing, they pointed out that LSTM can play a significant role in solving 

the problem of gradient dispersion and gradient explosion in the Recurrent Neural 

Network (RNN). 

 

(Lingxian et al. 2019) focused on a comprehensive framework combining K-Means and 

Long Short-Term Memory (LSTM) models. They indicated that since LSTM analyses 

the information of the previous period to carry out the information of the next period, 

it can be seen as a very suitable method for the prediction of time series problems.  

 

(Makridakis et al. 2022) analysed the M5 competition itself, and it is found that most 

of the winning works are based on LightGBM. Moreover, in the comparison of results, 

the superiority of the machine learning method is directly highlighted. 

 

(Nasios and Vogklis 2022) revealed that in order to solve the problem of point and 

probability, a comprehensive framework is proposed, and the core idea of which is to 

mix gradient boosting trees and neural network algorithms, specifically Keras_nas - 

Keras MLP model and fastai_cos - FastAI MLP model. At the same time, they proposed 

an opinion that choosing a representative validation set plays a vital role in the 

prediction of the entire dataset. 

 

According to (Nenova and May 2016), for the sake of saving time overhead, a new two-

level skewed linear discriminant tree model was first proposed, which determines the 

best hierarchical prediction technique for a given hierarchical database without costing 

a long time. 

 

(Carbonneau et al. 2008) argued that recurrent neural networks (RNNs), support vector 

machines (SVMs), and neural networks (NNs) generally perform better in applications 

to reduce distorted demand at the end of the supply chain, compared to simpler 

algorithms such as moving average, naive, and trend methods, which represents the 



critical position of advanced artificial intelligence technology in the application of 

factory data. 

 

(Ismail Fawaz et al. 2019) found the lack of previous research in this regard and 

presented the most detailed study of DNNs for the first time, they divided DNNs into 

generative models and discriminative models. Finally, the results they got are achieved 

in the field of end-to-end time series forecasting through fully dialogue neural networks 

and deep residual networks. 

 

2.4 Ways to Improve Robustness and Improve System Performance 

 

(Bandara et al. 2020) provides an improvement scheme for the basic LSTM model, 

which introduces a clustering variant. This prediction framework first determines a 

series of subgroups by temporal clustering techniques, builds models for them 

separately on this basis, and uses LSTM Network and various clustering algorithms 

such as K-Means, DBScan, Partition Around Medoids (PAM) and Snob to evaluate the 

stability of the framework. As a result, the translation brought by this time series 

clustering method can significantly reduce the computation time of the base model. (Ma 

and Fildes 2022) pointed out that in the M5 time series prediction competition, the top 

teams basically adopt the global top-down analysis direction. They believe that when 

forecasting hierarchical time series, if these three techniques, optimal reconciliation 

(ORC), global bottom-up approach (GBU), and global middle-out (GMO) are used to 

generate forecast results, it is possible to combine the two advantages such as overall 

high performance of GMO and local high performance of GBU method. (Nenova and 

May 2016) combined the characteristics of bottom-up (BU), top-down using average 

historical proportions (TDGSA) and top-down using the proportions of historical 

averages (TDGSF), top-down using forecasted proportions (TDFP), which provide 

support for the robustness of the model. 

 

2.5 Limitations of the Studies Covered in the Literature 



 

The above is an analysis of some data forecasting methods used in the works of 

literature. Although they deal with the time series problem from various perspectives, 

there are still some shortcomings that still need to be overcome through now. The 

following will discuss the limitations of the existing literature from several aspects.  

 

Basically, the data used for training in the literatures discussed above are usually based 

on a relatively sufficient time to accumulate. According to (Dong et al. 2019b), if there 

is only a dataset with a scarce timeline, which means that less historical time series data 

could be relied on, then how should these data be put into the training process to 

establish a suitable analysis model?  

 

(Bandara et al. 2020) mentioned that, when using the clustering algorithm, since some 

data may be ignored after grouping the time series, it might cause some information 

loss. In this case, the final performance of the model will be affected by the number of 

time series groups. If we want to achieve this optimal effect, the critical point is to make 

full use of these groups and achieve an average impact by measuring the value of each 

time series grouping scheme. In this process, a challenging problem is how to determine 

the best number of time series groups, what needs to be done to avoid any information 

loss on the basis of maximizing the utilization of cross-information? 

 

As in the study by (Ismail Fawaz et al. 2019), on a specific dataset, different models 

and methods can work and be tested for their prediction accuracy, while multiple 

evaluation methods and indicators can be applied to evaluate the overall performance. 

Nonetheless, time series problems are not the same as computer vision and natural 

language processing tasks in the application of deep neural networks. For example, in 

the data pre-processing stage, it lacks in-depth research on data augmentation and 

transfer learning. So, two questions are raised here, that is, how to overcome the 

limitations of deep learning in time series forecasting? And what impact can 

normalization methods have on the performance of deep neural networks? 



 

In other studies on sales forecasting like one by and (Nenova and May 2016), the 

researchers only considered part of the factors to build the model, which causes the data 

containing other information was not fully utilized, these variables also implied some 

potential information of consumers' preferences for specific products. Therefore, 

another question is that if it is possible to efficiently train a model based on all possible 

features to achieve accurate results. Furthermore, considering the breadth of datasets, 

most studies still lack extensive surveys of real-world datasets. Suppose there is a lack 

of explanations for the variance predictors of positive and negative correlation groups, 

then in practical applications. In that case, the versatility of some models will be 

significantly reduced, such as 2S-LDA. 

 

Finally, (Mancuso et al. 2021) pointed out that possibly due to the size of the dataset, 

the complexity of the underlying hierarchy, and other constraints such as non-negative 

prediction and additional computational cost, depending on the performance of 

different methods, they have the potential to be used to make predictions separately at 

different aggregation levels. But how to solve this problem remains to be explored. 

 

2.6 Future Directions Mentioned in the Literature 

 

The limitations mentioned above that have not been realized actually point to the 

research direction that can be referred to in the future at a certain level. On the one hand, 

the following analysis explores possible solutions based on these limitations. On the 

other hand, they can express the prospects for future technological development on this 

topic. 

 

For traditional statistical models, there are two directions for future research: as 

mentioned by (Maçaira et al. 2018), researchers have successfully used the ARIMA 

model in time series prediction problems, and the next step can be some research to de-

integrate a variety of business indicators, such as profit, stores, commodity attributes, 



etc., which can be extracted into features. Another feasible research direction, which is 

also the current trend of time series forecasting, is to integrate statistical models and 

machine learning techniques to analyse data, including the comprehensive application 

of models such as clustering, classification, and neural networks. 

 

For machine learning and neural network technology, in the process of feature selection, 

some methods can be developed in the future to accurately find more features 

containing adequate information, especially based on consumers’ behaviour 

preferences and personal information to build efficient models. In addition, refer to the 

work of (Ferreira et al. 2018) , in terms of parameter selection, how to choose 

parameters and what kind of parameter adjustment strategies can help researchers make 

more accurate predictions. On the other hand, as mentioned by (Lingxian et al. 2019), 

in the time series forecasting problem involving geographical factors, a more 

considerable amount of data can be used to consider the regional location in the future, 

so that the trained model can be widely promoted. While (Ma and Fildes 2022) believed 

that when testing the model's performance, the selection of test sets can be improved in 

the future, such as by using multiple rolling test sets for model evaluation. 

 

In addition, future research directions can also be based on finding suitable aggregation 

methods, the models used by (Nenova and May 2016) are trained only from data that 

exhibit consistent aggregation preferences, and hierarchical datasets that show 

inconsistent aggregation preferences can be studied in the future. Also, when the data 

set used contains data with more levels, and more complex structure, a dataset with 

more than two levels can be considered, so that the finally returned data also has 

multiple levels. Finally, when calculating the actual misclassification cost of the chosen 

aggregation method, an entire aggregation misclassification analysis can be performed 

on it during the model-building process, which is also one of the research directions 

that can be considered in the future. 

 

 



Theoretical Bases and Hypothesis 

 

3.1 Principles of the LightGBM Algorithm 

 

As a widely used machine learning algorithm, gradient boosting decision tree (GBDT) 

is superior in efficiency, accuracy, and interpretability. LightGBM is a framework for 

implementing this algorithm. In addition to having the characteristics of GBDT's good 

training effect, less overfitting, high accuracy, and interpretability, it can also solve the 

problem of GBDT on large data sets, which is about its performance is not satisfactory 

due to the large amount of data and features. In this paper, the principles of LightGBM 

are mainly explained in four aspects: decision tree algorithm based on histogram, leaf-

wise algorithm with depth restriction, Gradient-based One-Side Sampling (GOSS), and 

Exclusive Feature Bundling (EFB). 

 

l The essence of the histogram-based algorithm is histogram statistics. By assigning 

bins to features, large-scale data is placed in a histogram. Based on the histogram 

algorithm, LightGBM is further optimized. Here is the process (Ke et al. 2017) 

described for this algorithm. 

 

 

Figure 3-1. Histogram-based Algorithm 

 



l In addition, most GBDT tools will use a level-wise decision tree growth strategy, 

but in the LightGBM framework, a leaf-wise algorithm with a depth limit is used, 

which will find the one with the most significant splitting gain among all the leaves, 

then split, and so on. What is more, leaf-wise decision tree can reduce more errors 

and get better accuracy with the same number of splits. However, it may grow a 

deeper decision tree, there might be an overfitting. Therefore, LightGBM adds a 

maximum depth limit on top of the leaf-wise decision tree to prevent overfitting 

while maintaining high efficiency.  

 

l For the principles of Gradient-based One-Side Sampling (GOSS), (Ke et al. 2017) 

pointed out that, “GOSS keeps all the instances with large gradients and performs 

random sampling on the instances with small gradients. In order to compensate for 

the influence on the data distribution, when computing the information gain, GOSS 

introduces a constant multiplier for the data instances with small gradients. 

Specifically, GOSS first sorts the data instances according to the absolute value of 

their gradients and selects the top a × 100% instances. Then it randomly samples b 

× 100% instances from the rest of the data. After that, GOSS amplifies the sampled 

data with small gradients by a constant 1−a when calculating the information gain. 

By doing so, we put more focus on the under-trained b instances without changing 

the original data distribution by much.” Here is the relevant algorithm they 

proposed. 

 

 



 

Figure 3-2. Gradient-based One-Side Sampling 

 

l For the principles of Exclusive Feature Bundling (EFB), (Ke et al. 2017) also 

explained that, “High-dimensional data are usually very sparse. The sparsity of the 

feature space provides us with a possibility of designing a nearly lossless approach 

to reduce the number of features. Specifically, in a sparse feature space, many 

features are mutually exclusive, i.e., they never take nonzero values simultaneously. 

We can safely bundle exclusive features into a single feature (which we call an 

exclusive feature bundle). By a carefully designed feature scanning algorithm, we 

can build the same feature histograms from the feature bundles as those from 

individual features. In this way, the complexity of histogram building changes from 

O(#data × #feature) to O(#data × #bundle), while #bundle << #feature. Then we 

can significantly speed up the training of GBDT without hurting the accuracy.” The 

following two algorithms are used to implement EFB specifically： 



 

Figure 3-3. Methods for Implementing Exclusive Feature Bundling 

 

3.2 Hypothesis 

 

The aim of this project is to provide a solution that can be used to generate an accurate 

forecasting model for Wal-Mart supermarkets. In this case, the prediction is for the 

sales of 30,490 items in a particular time series, and the prediction is mainly based on 

historical sales data. And the forecasts are implemented based on machine learning 

algorithms, while testing how different parameter choices will affect the output. 

Although there are difficulties in ensuring the accuracy of the point predictions, it is 

necessary to both ensure that the RMSE of the prediction results is within an acceptable 

range and to reduce the error values by adjusting the model and continuously testing its 

performance in real-world evaluations, and finally, to obtain the RMSSE generated for 

it by the Kaggle platform. 

 

It is assumed that the sales volume of each product in a Wal-Mart shop will show a 

certain pattern as time progresses and that the change in sales volume of a single item 

can be summarised as a combination of the above factors due to the inclusion of external 

variables such as special events as well as price factors. This pattern can be discovered 

by training the model and can work well in the application. In addition to this, as the 

model is built, a validity conjecture can be confirmed, i.e., the model performs well in 



predicting the accuracy of the model's predictions when forecasting the sales volume 

of an item for each day in the next 28 days. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Methodology 

 

4.1 Data Sources 

 

The datasets used are all from the relevant data records of Walmart stores published by 

Kaggle in the m5-accuracy competition. It contains four CSV files related to historical 

data and one file for submitting results. 

 

4.2 Data Description 

 

The dataset includes sales statistics for Walmart stores in three US states. 

 

l The file calendar.csv contains some information related to the date from day 1 to 

day 1969. And specific variables are included in this file to indicate some helpful 

information: year, month, weekdays or weekends, festival information which 

includes sports events, major national or ethnic events, and festivals (two festival 

description variables are involved, event_1 and event_2), and the distribution of 

whether snaps are supported on the day in three states. 

 

l The file sales_train_evaluation.csv contains the name of the 30490 products whose 

last segment of the product name is marked as evaluation, the store, and the region 

it belongs to, the category and department of the product, and all sales records from 

day 1 to day 1941, which mainly to provide labels for the predictions from day 

1913 to day 1941. According to the official documentation, most of the sales data 

in the more than 42,840 time series are zero values, which can be regarded as 

sporadic sales. At the same time, the file sales_train_validation.csv contains all 

sales records from day 1 to day 1913 marked as validation in the last segment of 

the product name. Except for the different time lengths of the data, the rest are 

consistent with the evaluation file. For example, the data set divides commodity 

categories into three categories: ‘HOBBIES’, ‘FOODS’, and ‘HOUSEHOLD’. 



However, because of this commodity data without specific external parameters, 

information about consumer preferences, such as the brand and word-of-mouth of 

the commodity cannot be obtained. 

 

l The file ‘sell_prices.csv’ mainly has four aspects of information: the specific 

information of the store (such as ‘CA_1’), the id of the product, the date 

information, and the price corresponding to the date. The selling price is marked 

according to the week, that is, the selling price of the commodity recorded within 

a week is unchanged. 

 

4.3 Sample Selection 

 

The parts of the dataset that are used for training: datasets in ‘sell_prices.csv’, 

‘sales_train_validation.csv’, and ‘calendar.csv’. At the time of submission, LightGBM 

makes predictions based on the sales volume data in the ‘sales_train_validation.csv’ 

dataset. Here the subject of the problem is the forecast based on sales volume. Also, 

considering the impact of festival factors and price fluctuations on sales, historical sales 

volume, date, and selling price are used as the primary reference. In addition, there are 

explanatory variables that can be trained to greatly improve the prediction accuracy, 

such as promotions, day of the week, and a specific holiday or event. After the model 

is built, it is possible to intuitively understand which factor can play a key enlightening 

role in prediction by outputting the training importance ranking of features. 

 

4.4 Way of Solving the Problem 

 

In order to predict the sales volume of each product and reduce the RMSSE value as 

much as possible under the premise of ensuring low RMSE, two sets of parameter 

values applicable to the model LightGBM are tested here, and the difference in final 

accuracy between the two is compared. 

 



4.5 How to Generate Output 

 

After the necessary pre-processing, the data can then be used as input to train the 

appropriate model, after which the final model is applied to the data in the test set to 

check the accuracy of the method. The RMSE, the more commonly used error measure, 

will also be used in this study to evaluate the performance of the overall model. 

 

The form of the output data has a fixed standard based on the dataset provided by 

Kaggle. 

Submission.csv provides a standard format for submission, including predictions for 

30,490 evaluations and 30,490 validation data, the main difference being the different 

timelines. The forecasts generated are for daily sales of each item over a 28-day period, 

with the sample format shown below. 

 

 

Figure 4-1. Sample Format of Submission File 

 

4.6 How to Prove the Correctness 

 

For each product sales volume, there is a final predicted value, which could be 

compared with the actual value and evaluated specifically through the metric. Here the 

Root Mean Square Error (RMSE) of the test is used as a criterion to evaluate the 



performance of the model. For each testing period, an RMSE is generated and referred 

by the next training round to adjust the model and achieve a smaller error continually. 

In general, an RMSE of around two could be excellent, and an RMSE of less than three 

is considered to be of good performance. While comparing the impact of two different 

sets of parameters on the accuracy of the same framework, this report proposes that a 

model with an RMSE of 2.5 or less is considered as a usable model, i.e., one that 

satisfies the above hypothesis that customer preferences and product sales are regular 

over the timeline and that future sales can be predicted by the model with a high degree 

of accuracy. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Implementation 

 

5.1 Introduce Associated Libraries 

 

First, introduce the library to be used:  

 

 

 

Where numpy is used for the linear algebra, pandas is used for data pre-processing as 

well as loading and outputting data, and saving it as a CSV file, while sklearn is used 

for processing the data and matplotlib.pyplot is related to plotting. 

 

The whole program runs on a Kaggle notebook, as the platform Kaggle not only makes 

it easy to start up an accelerator such as a GPU, but also makes the composition of the 

data on the input and output side very clear. Moreover, by submitting the predictions 

directly on the Kaggle website, the prediction scores can be obtained quickly, which 

not only facilitates the timely adjustment of the model, but also gives an accurate 

official assessment of the final model. 

 

5.2 Load Data Sets and Reduce Memory Usage 

 



 

 

To start with, the path to the folder where each dataset is located is read in so that it can 

be modified. 

 

In order to avoid this phenomenon, it is necessary to process the data: one is to discard 

some data that has relatively little value, for example, according to the observation of 

the dataset, there are actually a lot of dates with zero sales. Moreover, for a total of 1913 

days of training time series, the first 200 days are of relatively low reference value, so 

after importing the data set, the variable ‘startDay’ is used to determine from which day 

the data is actually applied. 

 

The second is to design functions to reduce memory usage, combined with the rubbish 

collection and byte change methods provided by Python to minimize the risk of crashes. 

For instance, memory space usage can be saved by converting 64-bit floating point 

numbers to 32-bit. By calling the ‘downcast_dtypes()’ function, the memory footprint 

of the sell prices file, which has an enormous amount of data, has been reduced by 

37.5%, successfully to 130.48Mb. The calendar file has reduced memory usage by 41.9% 

and now accounts for approximately 0.12Mb. 

 



 

 

5.3 Encode the Category 

 

In order to avoid errors in the data encoding conversion, the ‘NaN’ data needs to be 

processed first, preserved, and supplemented with default values. The original data here 

includes ‘event_name_1’, ‘event_type_1’, ‘event_name_2’, ‘event_type_2’ in the 

calendar dataset, ‘item_id’, ‘dept_id’, ‘cat_id’, ‘ warehouse_id’, ‘state_id’ in the sales 

dataset and ‘item_id’, ‘warehouse_id’ in the price dataset. 

 

 

 

5.4 Melt and Merge 

 



 



 

Then go to merge the multiple data sets into one data frame. After importing the data, 

it can be seen that the formal composition of the data regarding sales is such that the 

first six columns of the table are respectively: the identifier of the data 'id', the identifier 

of the item “item_id”, the department to which the item belongs “dept_id”, the broad 

category to which the item belongs “cat_id”, the identifier of the shop “store_id” and 

the identifier of the state in which it is located “state_id”. And a separate column for 

each day of sales corresponds. In this step, the data is reshaped to turn the wide data 

into long data and to reduce the memory footprint by discarding some rows with less 

reference value. The data grid for days 1914-1941, which will be used for forecasting, 

is merged with the data grid for the first 1913 days contained in the 

sales_train_validation file, and the calendar as well as price information is also reshaped 

into the data frame, with the data table header for the last 28 days used for forecasting 

coming from the sample_submission. CSV file. After this step, the final dataset to train 

has 28353720 rows and 18 columns. 

 

5.5 Feature Engineering 

 

This section is responsible for the extraction of features and is the part that plays a major 

role in the overall forecast. The second part is price information, which is also of 

considerable reference value for forecasting purposes. The third part is time-related 

features, such as determining whether the day is a weekend, which is chosen mainly 

because of the assumption that weekends have a relatively high reference value for 

people's shopping trends.  In the end, 25 features were selected for each of the data: 

 

For original features, there are ‘item_id’, ‘dept_id’, ‘cat_id’, ‘store_id’, ‘state_id’, 

‘event_name_1’, ‘event_type_1’, ‘snap_CA’, ‘snap_TX’, ‘snap_WI’, ‘sell_price’. The 

event-related features represent the labels of the holidays. The main reason for omitting 

the extraction of ‘event_2’-related features and focusing only on ‘event_1’-related 

content is that ‘event_2’ occurs very infrequently in the data, i.e., there are rarely two 



holidays at the same time on a given day, so discarding the extraction of this feature 

can improve memory utilisation and thus achieve high efficiency. 

 

And for demand features, there are ‘shift_t28’, ‘rolling_std_t7’, ‘rolling_std_t30’, 

‘rolling_std_t90’, ‘rolling_std_t180’, ‘rolling_mean_t7’, ‘rolling_mean_t30’, 

‘rolling_mean_t60’. The demand data involved here, i.e., historical sales data, is an 

important reference for training. In this case, some lagged features are extracted, e.g., 

sliding with a window of 28 and rolling features with periods of 7, 30, 90, and 180 days 

respectively, including standard deviation, mean, skew, and Kurt calculation. 

 

Also, for price features like ‘price_change_t1’, ‘price_change_t365’, 

‘rolling_price_std_t7’, the single-day price change, annual price change and 7 day 

standard deviation are exploited in the training. 

 

Finally, a series of date features are generated, consisting of ‘year’, ‘month’, 

‘dayofweek’. 

 

 



 

 

5.6 Split the Dataset 

 

Generally tabular data is divided into training set, validation set and test set by a random 

division approach. But for time-series data. This can lead to "time traversal", which is 

essentially a data leakage and can lead to serious overfitting problems. The 

training/validation/testing set must therefore be divided according to chronological 

order. 

 

 

 

The training set is the data from 2011-01-29 to 2016-03-27 (1885 days), the validation 

set is the data from 2016-03-28 to 2016-04-24 (28 days), and the test set is the time 

series from 2016-04-24 to 2016-05-22. 

 

5.7 Evaluation Method 

 

In the process of evaluating the results using the point forecast method, the forecast 

period h is 28 days, that is, a period of 4 weeks. Since the sales volume of the products 



displayed in the dataset is intermittent and involves many 0 values, the point prediction 

here is based on the squared error to accurately predict the average demand. However, 

before uploading to Kaggle to get the final score, to obtain a preliminary judgment 

based on the prediction results, the Root Mean Square Error (RMSE) is introduced as 

a raw score which is related to the accuracy, that is, the sum of squares of the errors 

divided by the square root of the number of samples minus one. In broad terms, RMSE 

is defined as follows: 

RMSE = &∑ (Y! − Y!+,"#

$%& n , 
where Y!  is the actual future value of the examined time series at point t, Y!+  the 

generated forecast, n the length of the training sample (number of historical 

observations). 

 

When the model is adjusted so that its generated RMSE is within an ideal range, the 

result can be uploaded to the platform provided by Kaggle for accuracy checking. The 

official evaluation method is Root Mean Squared Scaled Error (RMSSE), a variant 

based on Mean Absolute Scaled Error (MASE). The measure is calculated for each 

series as follows: 

RMSSE = /1h ∑ (Y! − Y!+,"#'(
!%#'&1n − 1∑ (Y! − Y!)&)"#

!%"

, 
where Y!  is the actual future value of the examined time series at point t, Y!+  the 

generated forecast, n the length of the training sample (number of historical 

observations), and h the forecasting horizon.  

 

Since the most crucial purpose of the entire process is high accuracy, the target of this 

forecast is the sales volume of 30,490 items from the 1913th day to the 1941st day, and 

the public score provided by Kaggle evaluates the final model. It is essential that the 

value of this score is required to be as low as possible. 

 



 

5.8 Model Building 

 

As mentioned above, due to the superior performance of LightGBM, it is primarily 

considered as a basic framework to implement iterative training using a weak classifier 

(decision tree) to obtain the optimal model. In order to compare the impact of different 

parameter choices, different objective loss functions are mainly set here. By observing 

and comparing their performance differences, a final judgement is made to obtain a 

model with higher prediction accuracy. 

 

5.8.1 ‘Regression’ as the Objective Loss Function 

 

Here using ‘boosting_type’: ‘gbdt’, specifying that the type of the weak learner is a 

gradient boosting tree ‘gbdt’. And according to the description, this time series 

prediction can be classified as a regression problem. LightGBM offers regression as an 

objective function, and other parameters can be adjusted as follows. In particular, 

during the training process the message "[LightGBM] [Warning] No further splits with 

positive gain, best gain: -inf" might appear, which means that because the tree in the 

current iteration cannot be split any further, the learning should be stopped, and this 

kind of problem like improper parameters can be solved by changing the value of 

‘min_data_in_leaf’. 

 

 

 



5.8.2 ‘Poisson’ as the Objective Loss Function 

 

To be more specific about the type of regression prediction, the Poisson distribution is 

guessed to be more in line with the distribution of the original data, because the 

dependent variable in the problem is a large amount of zero-inflated data, which is 

essentially a regression scheme, so the target loss function is set to Poisson loss. The 

following is a calculation of the Poisson distribution using a tree-based model and, 

correspondingly, modifying some of the corresponding parameters to help the model 

achieve a better training result. To avoid the warning that memory is not enough, here 

set ‘force_col_wise = true’.  

 

 

 

5.9 Design Document and Flowchart 

 

The project is completed in the python3-based Jupyter notebook editor provided by 

Kaggle. The Sklearn library is deployed for data processing and the boosting integrated 

model LightGBM, developed by Microsoft, was introduced for training the model. 

The flow chart for this project is as follows.  



 

Figure 5-1. Flowchart 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Data Analysis and Discussion 

 

6.1 Generation of Outputs 

 

To relieve CPU pressure, it is necessary to temporarily delete unneeded data that has 

already been used in a timely manner. Otherwise, it will easily cause memory overflow. 

 

The performance of the model is first evaluated on the validation set, and it shows that 

after 2000 rounds of boosting iterations, good RMSE error values can be obtained. After 

applying the model to the test set for prediction, the predicted sales for each product for 

the days 1914-1941 are obtained. At this point, the data is populated according to the 

empty submission table created earlier, and a separate submission file is generated in 

the format required by the competition question. 

 

The part of the submission file generated by the model with ‘Regression’ Objective 

Loss Function is as follows: 

 

 

 

The part of the submission file generated by the model with ‘Poisson’ Objective Loss 

Function is as follows: 

 



 

 

After generating the corresponding result, it can be submitted on the Kaggle platform 

to receive the measurement accuracy provided by the system. This evaluation method, 

RMSSE, is highly reliable and can be used as an additional measure for this solution. 

 

6.2 Features’ Importance Analysis 

 

The tree-based model can be used to evaluate the importance of features, and in 

LightGBM, the feature importance ranking can be done by the ‘lgb.plot_importance()’ 

method where the ranking is based on the number of times a feature is used as a 

segmentation attribute in all trees and the total gain from using the feature as a 

segmentation. Of the 25 features used for training, the top 10 important features are 

selected as having the most excellent value for training. In general, both sets of 

parameters show that the price and the product itself play a crucial role in sales 

forecasting, followed by historical sales data and date information such as month and 

week. Next, a specific analysis of each model constructed with two sets of parameters 

follows. 

 

6.2.1 For ‘Regression’ Objective Loss Function 

 



 

 

The image shows that the most important features in the training process are the features 

obtained by rolling on sales, followed by the raw unprocessed selling price, the ID of 

the item itself and the month, the shop ID, and the day of the week. The above result 

shows that the model where the target loss function is specified as regression places 

more importance on the two pieces of information, sales, and price. And the pattern 

demonstrates that these two pieces of data, ‘rolling_mean_t7’ and ‘sell_price’, can be 

more indicative in the model’s training process. 

 

6.2.2 For ‘Poisson’ Objective Loss Function 

 

 

 

As can be seen from the visual graphs, in the model with Poisson as the target loss 

function, the two features that play the most crucial role when the training process is 

underway are ‘sell_price’ and ‘item_id’, which proves that, in this paper's assumption 



of a Poisson distribution for the pattern of item sales, sell price and the item itself are 

the most valuable information for sales volume prediction. This is followed by the 

month, the demand characteristics after rolling, and the shop ID. 

 

6.3 Time-consuming Analysis 

 

  

 

Due to memory limitations, evaluating the model's performance can also be reflected 

in the efficiency of the run. In the same configuration environment, the model with 

regression as the target loss function has a run time of 2666.6 s, while another set of 

parameters has a run time of 5545.8 s. The results show that between the two, even in 

the fastest running model, every 100 rounds run, the time consumed is close to 222 

seconds. Furthermore, the comparison shows that the former runs only 48% of the 

latter's time. 

 

6.4 Accuracy Analysis 

 

6.4.1 Metrics Related to the Output 

 

The results for the ‘regression’ objective loss function: 

 



 

 

 

 

The results for ‘Poisson’ objective loss function: 

 



 

 

The performance of each set of parameters on the training and validation sets is first 

observed, and their prediction accuracy is initially measured by the value of the RMSE. 

 

Plotting the change in RMSE of the model during training as the number of iterations 

increases reveals some insights, as shown in the figure below: 

 

Both models show predictive power for time series questions, where the model using 

regression as the objective function has a decrease in RMSE from 2.40159 to 2.28947 

over the training set and from 2.15446 to 2.12971 on the validation set. 

 



Similarly, for the regression model specified as Poisson distribution, it can be observed 

that the general trend of the RMSE, both on the training and validation sets, gradually 

decreases and approaches approximately 2.1 with the number of iteration rounds. Still, 

after 2215 rounds, it shows a rebounding trend, and the results of the program run also 

indicate that at round 2215, the lowest RMSE on the validation set is at 2.1329, showing 

that the model is best trained at this time. 

 

In order to obtain the best training model, the model constructed with regression as the 

target loss function takes 1017 iterations to be trained, while the model constructed with 

Poisson as the objective loss function only reaches the best performance at the 2215th 

iteration. So far, in terms of the part of the procedure itself that can be demonstrated, 

the former can be a significant time saver, although the training error on the training set 

is larger. However, between the two, its RMSE on the validation set is the lowest. While 

for the latter, although time-consuming, after multiple iterations, the difference between 

the final results of the model on the training and validation sets is minimal, and this gap 

is only about 0.003, which seems to produce the most stable results with the expectation 

of better scores when there is an unknown RMSSE. 

 

The predictions generated by both can next be uploaded to the official channel for 

evaluation to get the final RMSSE value. 

 

6.4.2 Public Score 

 

The fitted model is then applied to the test set to get specific predictions. After 

generating the submission file, it should be uploaded to the Kaggle website to get the 

official RMSSE-based scores. In addition, since this project only predicts sales from 

day 1914 to day 1941, the evaluation of the private score is ignored here, and only the 

public score is focused on. The values of the specific evaluation metrics are as follows. 

 



 

 

 

It could be learnt that the public score of the two sets of parameters are 0.64827 and 

0.58487 respectively.  

 

6.5 Comparison of Outputs and Assumptions 

 

In the previous hypothesis, it is assumed that each product should have a high prediction 

accuracy for the 28-day prediction values, which is reflected in the experiments as a 

measure of the magnitude of the error values. It is also assumed that when the model is 

available, then its loss value should be within the interval of the excellent work score 

submitted in the public kernel. This is demonstrated by the fact that the RMSE on the 

validation set should be between 1.0 and 3.0 and the final RMSSE on the test set should 

be between 0.3 and 0.8. Where RMSE is an important secondary measure, the final 

accuracy is measured primarily based on the value of RMSSSE. 



 

The results of the evaluation of the LightGBM model constructed from these two sets 

of parameters indicate that this goal has been achieved. In this project, the RMSE on 

the validation set for both is between 2.1 and 2.2. Also, two RMSSSEs on the test set 

are between 0.5 and 0.7. Therefore, the results are as expected. Of these, the LightGBM 

model using the Poisson distribution is the best model to predict Wal-Mart 

merchandising, as its final best RMSSSE is 0.58487. The results also show that 

LightGBM has a way of bringing out the importance of features in the training process 

and can be used for further prediction and model optimisation. Therefore, LightGBM 

is a well-suited model for this project. 

 

6.6 Discussion 

 

As the goal of this project is to find the best method for daily sales forecasting, the 

LightGBM model is trained here with a limited number of variables, and the 

performance of models constructed with different parameters is compared, with each 

set of parameters showing their strengths and weaknesses. 

 

Again, both are trained using LightGBM as the model framework, the difference being 

the target loss function, one using regression and the other using Poisson, and the other 

parameters are adjusted as the function varies. 

 

According to the final results, the model using regression as the target loss function 

produces the lowest RMSE on the validation set as output, which is the best-performing 

model in terms of the initial judging criteria, and the run time is halved compared to the 

other loss function, which is much more efficient in comparison. However, according 

to the final criterion, although the RMSE is somewhat higher, the RMSSE with Poisson 

as the target loss function produces the lowest loss value for the output. This indicates 

that the distribution of the target in this regression task is closer to the Poisson 

distribution. It has the best prediction accuracy but is also the most time-consuming. 



However, given the highest accuracy and the depth of the model in the data set, it is 

still recommended as the best model for daily sales and even time series forecasting. 

Of course, the model still needs to be modified, and a more time-saving method needs 

to be found to make the forecasts more accurate. 

 

It is also found that future sales trends are well predicted for most items with stable 

sales data and some seasonal characteristics. Overall, the RMSSEs of the best solutions 

that won the comparison competition were generally between 0.3 and 0.8, and the two 

methods used in this project, with different sets of parameters, are in this range, which 

means they have good performance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Conclusion and Recommendation 

 

7.1 Summary and Conclusions 

 

For the Walmart sales forecasting problem, the LightGBM algorithm is used here. The 

project mainly refers to historical sales data, and at the same time combines external 

variables during model training, such as the item itself and the effect of the date on 

buying habits. In addition, it is easy to implement and it overcomes the overfitting effect. 

Another benefit of using LightGBM as a model for training is that as a decision tree-

based algorithm and it is a good way to visualise the importance of features, which can 

help to improve the model and to analyse the benefits of the features. In the 

implementation, the features are first rolled and extracted, then the importance of them 

is selected in different sets of parameters, and the output about RMSE is performed for 

each product in the dataset for both the training and validation sets, also the sales 

forecast for the next 28 days. 

 

As a result, comparing the two sets of parameters, it is found that the LightGBM model 

using a Poisson distribution has a higher accuracy. Therefore, the final output is mainly 

based on the model constructed with this set of parameters. 

 

The output shows that the model design is as expected, and it is determined that using 

the LightGBM model constructed with Poisson as the objective loss function, which 

produces an RMSE of 2.1329 on the validation set and a final RMSSE of 0.58487 on 

the test set from the Kaggle submission page. 

 

7.2 Limitations and Recommended Future Studies 

 

The difficulty of the problem is that the data available for reference is limited, so in 

order to improve the performance of the model, future research could be based on the 

goal of providing the model with more data of reference value to extract into features. 



For example, some product information and corresponding data on customer behaviour 

and preferences. More useful features can help to build accurate models. In addition, 

this report only compares the predictive performance of individual algorithms for 

different sets of parameters. And it does not make an integrated relationship between 

them, resulting in training that may need to be more comprehensive. Moreover, just like 

the study of (Lai et al. 2018) and (Xie et al. 2021), there are still many excellent 

algorithms that are not covered, such as the recently popular neural network algorithm 

Long Short-Term Memory (LSTM), also some simple regression algorithms that are 

useful in time-series prediction problems but are not mentioned in this paper. Then a 

future research direction could be to combine the new model with LightGBM to build 

a comprehensive model to achieve better prediction accuracy performance. 

 

This paper uses sliding average features to predict sales, however, there are many 

extremes in the actual data, e.g., a large number of 0 and above ten values for some 

items, but most predictions are essentially between 0 and 10, which can lead to some 

bias in the forecasts. Subsequent work could focus on grouping sales in different cases, 

especially for extreme values since this could be important. By looking at other good 

works, i.e. programs with higher final accuracy, it can be seen that training in terms of 

shops or types of goods allows, on the one hand, the training to be carried out in parallel 

after the division, thus increasing the efficiency of the model run; on the other hand, as 

the concept of classification is strengthened, there is a certain correlation between the 

various shops or goods under the category, which makes it easier to obtain patterns in 

the training process,  thus reducing the prediction error. 

 

The Tweedie distribution might be more suitable for this problem, as can be seen from 

other works in the public kernel. It is a composite distribution of the Poisson and 

Gamma distributions and is related to the Poisson distribution. Both are more applicable 

to counting variables with many zero values (zero-inflated data), like the dependent 

variable being sales. However, the Tweedie objective function runs very slowly in the 

calculation, so Poisson is still used here as the loss function. 



 

In terms of result generation, a low RMSE does not necessarily guarantee a low RMSSE 

(interpreted RMSSE), and future research directions could be based on this. In addition 

to this, cross-validation or k-fold validation methods could be used to increase the 

robustness of the program. And using multi-threading can also be considered to increase 

the speed of running. 
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