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Abstract 
 
 
Credit card fraud is a growing issue affecting the financial industry and cardholders worldwide, 

resulting in billions of dollars in losses annually. A considerable amount of research has been 

done to detect credit card fraud. Most proposed machine and deep learning fraud detection 

approaches use a supervised learning methodology that requires appropriately labelled and 

balanced training datasets. Organising these datasets takes a great deal of time and effort. It is 

difficult for these approaches to deal with imbalanced or unlabeled datasets. However, few 

studies have employed unsupervised novelty detection methods, focusing on addressing the 

imbalance and lack of unlabeled data issues that supervised methods suffer from them. On the 

other hand, high data dimensionality has not received much attention, mainly when using 

unsupervised techniques, which are challenging, unlike supervised approaches. This study 

proposes unsupervised novelty detection techniques with the help of dimensionality reduction 

methods to detect credit card fraud. The European cardholder dataset has been used to evaluate 

this approach. In this study, One-Class SVM, Isolation Forest, and Autoencoder novelty 

detection techniques have been utilised with the help of Autoencoder to reduce dimensionality 

for the detection of credit card frauds, and the performance of these techniques are compared 

mainly based on the AUC and FNR. The experimental results show that using unsupervised 

novelty detection techniques and Autoencoder as a feature reduction method has a promising 

potential to detect credit card fraud. The results also demonstrate that the proposed approach 

deals effectively with imbalanced and unlabeled datasets and can reduce training and prediction 

time. AE-AE achieved the highest AUC score and the lowest FNR, with 93% and 10.169%, 

respectively. 
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1. Introduction 

 

1.1. Research Motivation  
 
The growth of modern technology and the reliance on cyberspace have created an ideal 

environment for fraud, giving rise to significant increases in fraudulent activities, costing 

billions of dollars annually [1]. Fraudulent activities have arisen in many areas. Today, bank 

fraud, specifically credit card fraud, is a pretty common fraud that has received much research 

attention [2].  

 

In today's economies, credit cards have become the most prevalent means of payment [3]. A 

credit card offers more than allowing a customer to buy on credit. It includes many benefits for 

its holder, such as insurance coverage and reward points, and is accepted almost everywhere. 

In the fourth quarter of 2021, the number of new credit card users increased by 60 % in 

comparison to 2020 [4]. Credit card popularity and rapid spread, especially with e-commerce 

overgrown, have created a perfect environment for fraud. In other words, online-commerce 

growth results in more online purchases. Consequently, fraudsters are now more likely to 

obtain credit card information via the internet. Credit card fraud has significant consequences 

for individuals, card providers, corporations, and the government, including financial losses of 

billions of dollars and reputational damage [1], [5]. In 2018, credit card fraud cost the world 

$24.26 billion [6]. 

 

Despite the extensive research and growth in fraud detection technologies, current figures show 

that credit card fraud detection remains a significant challenge for the financial industry. In 

2018, credit card fraud increased by 18.4% and continues to rise, ranking as the number one 

form of identity theft fraud [6]. Additionally, according to Federal Trade Commission (FTC), 

the credit card was the most common payment form identified in all fraud reports in the U.S, 

with a total of 459,297 reported in 2020 [7]. For these reasons, as well as the severe 

consequences and losses that strongly impact individuals, businesses, and governments, there 

is a growing need to detect credit card fraud. The main motive of this study is to eliminate 

credit card fraud, designing a fraud detector that can detect successful fraudulent transactions 

from legitimate ones as they occur. 
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1.2. Research Statement  
 
The design of credit card fraud detection systems is challenging for several reasons, such as 

lack of labelled data, continuous evolution of fraud strategies and high dimensionality of the 

data [2]. Several machine learning and deep learning methods [8]–[13] have recently been 

proposed to detect credit card fraud. Most proposed methods are based on a supervised learning 

approach, which requires well-labelled and balanced training datasets [14]. However, this is 

against the nature of real-life transaction data, where frauds are a small share of everyday 

transactions. Also, collecting, organising and grouping these datasets requires considerable 

time and effort. Moreover, supervised methods detect known fraud patterns that they trained 

on and could be ineffective when dealing with fraud events that are new to the system and 

misclassified them. In contrast to supervised learning, unsupervised novelty detection uses 

available unlabeled normal data to train a model to detect novel patterns in the future and can 

address the imbalanced classification and unlabeled data issues [11], [15].  

 

However, we also noticed that most of the studies focused on addressing the class imbalance 

problem, and less attention was on the issue of the high dimensionality of the data. Mainly 

when using unsupervised novelty detection. Unlike supervised learning, feature reduction is 

challenging when using a one-class learning approach [16]. This study will address the 

following research questions: 

 

§ How accurate are novelty detection techniques for building a credit card fraud detection 

model?  

 

§ How efficient is an unsupervised novelty detection approach for addressing imbalanced 

classification issues? 

 

§ How efficient is Autoencoder as a dimensionality reduction method when it is fitted 

with only one class in reducing computational time and enhancing model performance?   
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1.3. Research Aim and Objectives  
 

Aim: 

 
Design and develop a data-driven credit card fraud detection model that can differentiate 

between legitimate and fraudulent transactions using novelty detection techniques. 

 

Objectives: 
 

§ Choose the appropriate well-known datasets for credit card fraud detection, then 

Preprocess and analyse the chosen datasets. 

 

§ Reduce the data dimensions by implementing different Autoencoder architectures and 

choosing the best one to represent the data. 

 

§ Find the optimal hyperparameters and architecture for the proposed novelty detection 

algorithms to detect fraud.  

 

§ Compare the effectiveness of Autoencoder as a feature reduction method in reducing 

computational time and enhancing model performance. 

 

§ Compare the results of the three proposed algorithms, and select the algorithm that 

primarily achieves the best scores in terms of AUC (i.e. the ability of a classifier to 

distinguish between classes) and lower false negative rate at the same time. 

 

1.4. Target Audience  
 

This study's target audience is people interested in or planning to research the financial security 

field based on novelty detection techniques, especially in transactional credit card fraud 

detection. 
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1.5. Outline  
 

This dissertation consists of eight chapters as follows:  

 

Chapter 1 - Introduction: This chapter presents the study's motivation, statement, aim and 

objectives, and details of its intended audience. 

 

Chapter 2 - Background and Literature Review: This chapter provides the background 

knowledge needed to comprehend the subsequent chapters. Further, it shows the existing 

literature on credit card fraud detection. 

 

Chapter 3 - Methodology: This chapter presents the adopted study methodology for credit 

card fraud detection.  

 

Chapter 4 - Implementation: This chapter describes the implementation of our models, 

starting with describing the data and then the preprocessing and training phases. 

 

Chapter 5 - Results and Evaluation: This chapter discusses the results of our experimental 

implementations. Furthermore, it compares these findings to previous study results. 

 

Chapter 6 - Limitations and Future work: This chapter presents the possible limitations and 

future work suggestions. 

 

Chapter 7 - Conclusion: This chapter concludes and summarises the study's findings. 

 

Chapter8 - Reflection on Learning: This chapter reflects on the lessons learned from 

conducting this study. 
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2. Background and Literature Review  

 
This chapter presents a background of credit card fraud, followed by a literature review. It 

begins by providing a general knowledge of fraud and credit card fraud and an overview of the 

measures taken against credit card fraud and the issues and challenges facing the development 

of credit card fraud detection systems. Following that, a brief explanation of novelty detection 

and dimensionality reduction methods. Finally, an overview of previous research related to this 

study is provided.  

2.1. Fraud 
 

Throughout history, fraud has taken many forms. There are several definitions of fraud and 

fraudulent behaviour. The Concise Oxford Dictionary defines fraud as “criminal deception, 

use of false representation to gain unjust advantage”. However, Along with today’s technology 

and telecommunication growth, fraudulent activity has grown, resulting in significant losses 

[1]. Multiple research has been and continues to be undertaken to prevent and detect fraud. 

However, fraud patterns and techniques are continuously evolving. According to the FTC 

estimates, total fraud losses in the United States in 2021 were $5.8 billion, up more than 70% 

from 2020 [7]. Fraudulent activities have occurred in many areas. According to [2], the most 

common areas of fraud are bank, insurance, telecommunication and internet marketing fraud, 

see Figure 1. However, bank fraud, particularly credit card fraud, is the most common and 

received much research attention [2]. 

 

 

Figure 1 Taxonomy of The Most Common Areas of Fraud [2]. 
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2.2. Credit Card Fraud  
 
A credit card is a plastic or metal card used to pay for products and services on credit [2]. 

Credit cards nowadays have become the most prevalent payment method [3]. The credit card 

does not only allow an individual to buy on credit. It includes many advantages for its holder, 

such as insurance coverage, bonus points, discounts, and cashback, as well as being accepted 

almost everywhere. According to [4], the number of credit card accounts reached 196 million 

in the fourth quarter of 2021; 20.1 million new accounts were opened, representing over 60% 

more than in 2020.  

 

Moreover, with the evolution of e-business and the increased use of the internet for online 

shopping over the last few years, the usage of credit cards has grown significantly [3]. Global 

credit card transactions increased by around 6% between 2019 and 2020 [17]. As the number 

of credit card users grows throughout the world, the number of fraudulent activities have been 

constantly increased [3], [18]. Credit card fraud is a term that refers to the unauthorised use of 

credit card information to access products and services or to obtain money [18]. This fraud 

impacts individuals, credit card providers, businesses, and governments [5], [18]. In 2018, 

credit card fraud cost the world $24.26 billion [6].  

2.3. Credit Card Fraud Types 
 

Credit card fraud might take several forms, and they are continuously evolving. [2], [11], [19] 

have discussed different fraud types. Some common credit card fraud types have been 

explained below: 

 

§ Application Fraud: In this type of fraud, fraudsters submit a new credit card application 

based on incorrect or stolen personal information. 

 

§ Card-Not-Present Fraud (CNP): This fraud occurs without using a physical card, 

mostly through e-commerce, email or over the phone, where just credit card 

information is needed. Most Card-Not-Present frauds acquire card information 

fraudulently via data breaches or card owners, frequently through phishing. 
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§ Lost/Stolen Card Fraud: This type refers to the unauthorised usage of lost or stolen 

credit cards without their owner's knowledge. Fraudsters usually attempt to spend as 

much money as they can before the card gets frozen. 

 

• Intercepting Mailed Cards: This type of fraud on a card requested by a customer but 

never delivered. The credit card is intercepted and activated by the fraudster during 

delivery. For instance, a card is taken from the victim's mailbox and used by the 

fraudster. 

 

§ Counterfeit Fraud: This type occurs when information is fraudulently obtained to 

construct a fake card containing actual card details. These details are acquired by 

skimming the owner's credit card without their knowledge. Chip-and-PIN technology 

has reduced this fraud. 

2.4. Impacts of Credit Card Fraud 
 
Credit card fraud has significant consequences, including financial losses and reputational 

damage for businesses and card issuers. Indeed, the impact of fraud is difficult to determine as 

corporations and banks do not prefer to declare the number of losses caused by fraud. 

Additionally, we can only evaluate the loss of frauds that have been discovered; we cannot 

estimate the size of not reported or not detected frauds [13]. However, according to the Nilson 

report [20], global card fraud losses were $28.85 billion in 2020. Only in the United States, 

losses totalled $10.24 billion in 2020, up from $9.62 billion in 2019. According to the UK 

Finance report [21], unauthorised financial fraud losses were £824.8 million over payment 

cards, remote banking, and cheques in 2019. Card payments represented 48 % of all frauds. 

UK Finance has estimated that the total fraud losses through card payments issued in the United 

Kingdom were £620.6 million in 2019. In particular, 76% of these frauds came from card-not-

present (CNP) payments, 15% from lost and stolen cards, 6% from card identity theft, 2% from 

counterfeit cards and 1% from cards not received. The UK Finance report also shows that the 

introduction of Chip and PIN standards reduced Counterfeit card fraud losses to £12.8 million 

in 2019 compared to £169.8 million in 2008. 
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2.5. Measures Against Credit Card Fraud 
 
Credit card fraud is a challenging problem and dramatically impacts the economy and people. 

A considerable effort has been placed against credit card fraud. Measures taken against credit 

card fraud can be divided into two types: fraud prevention and fraud detection [22]. Fraud 

prevention is the first defence against fraud, aimed at restricting fraudulent activities from 

taking place at all. [23], [24] discussed some technologies used to prevent fraud which are 

explained below. 

 

• Address Verification Systems (AVS): This is a technique used to verify whether a 

billing address matches the address of a credit card holder. AVS is used widely for CNP 

fraud prevention. By matching the billing address details, it can be determined whether 

the customer is the same as the cardholder. However, for international transactions, 

AVS is not that practical.  

 

• Card Verification Method (CVM): A three- or four-digit security number on a card 

front or back is not included in the magnetic stripe. During a CNP transaction, these 

verification codes are used to verify that the individual making a payment has their card 

with them, which helps to protect payment cards against CNP fraud. 

 

• Personal Identification Number (PIN): A security number authorising financial 

transactions. The difference between the PIN and CVM codes is that the PIN is 

generated by the cardholder, and the CVM is generated by the card provider. 

 

• Virtual Credit Card Numbers (VCC): These are uniquely generated credit card 

information that allows the processing of CNP transactions and secures actual credit 

card account information. 

 

However, fraudsters frequently develop methods for evading prevention techniques; thus, 

when fraud cannot be prevented, it should be detected as it starts. Fraud detection aims to 

identify and report successful fraudulent activities before they are complete. 
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2.6. Credit Card Fraud Detection 
 
Credit card fraud detection involves determining whether an incoming transaction is legitimate 

or not. This identification is derived from recorded transaction data. Typically, transaction data 

includes attributes such as transaction date, customer address, and transaction amount [2]. The 

large scale and dimensionality of the transaction data make it difficult for human investigators 

to examine them for abnormalities in real time. Automated fraud detection systems are utilised 

to counteract this situation [25]. Fraud detection systems can be developed based on Expert-

driven or Data-driven approaches. However, typical fraud detection systems are developed 

based on a parallel combination of both approaches to benefit both techniques' advantages 

[25]–[27]. The Expert-driven approach identifies whether the incoming transaction is normal 

or fraudulent based on rules made by the domain investigators. On the other hand, Data-driven 

approaches are based on data mining tools such as machine learning algorithms, mainly novelty 

detection methods [2]. They learn to differentiate between fraudulent and legitimate 

transactions based on the recorded data and then identify the incoming transactions as either 

normal or fraudulent. This dissertation will focus on automated data-driven approaches based 

on novelty detection techniques. 

 

2.7. Credit Card Fraud Detection Issues and Challenges 
 
The development of fraud detection systems is challenging for various reasons [2]. One key 

reason is the strong class imbalance in the data, in which fraudulent transactions are less 

represented than legitimate ones [14]. Most machine learning algorithms underperform with 

imbalanced class distributions [28]. Another challenge is the large amount of data and its high 

dimensionality, which complicates data mining and detection, slowing the detection process 

[2]. Additionally, fraud activities evolve continuously, so the fraud detection system must be 

adequate adaptability enough to detect new, unknown cases [2], [15]. Finally, the problem of 

real-time detection, selecting the appropriate methods to cope with limited resources and 

provide real-time detection increases the ability to process many transactions [2].  
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2.8. Novelty Detection 
 
Novelty detection refers to identifying novel or abnormal behaviours in data that do not 

conform to typical behaviour. It is also known as anomaly and outlier detection [29], [30]. 

Novelty detection has drawn significant scientific research interest across different application 

domains. These include faults and failure detection in complex industrial systems [31], network 

intrusion detection [32], credit card fraud detection [33] and medical diagnostic issues [34], 

[35]. A reviews about novelty detection techniques is described in [29], [30], [36]. They discuss 

several novelty technique categories, such as classification-based, Nearest neighbour-based, 

clustering-based, and statistical methods. Moreover, novelty detection methods can be divided 

into three categories according to the availability of labels and the learning approach. 

 

2.8.1. Supervised Learning 
 

The supervised learning approach assumes a training dataset with labelled samples for normal 

and abnormal events is available [36]. The labelled data is used to train the model to 

differentiate between normal and abnormal classes. Then unseen data points are compared 

against the model to identify their category. In supervised novelty detection, there are two 

significant challenges [29]. First, the distribution of datasets used in novelty detection is 

typically highly imbalanced, where abnormal events are less represented than normal ones. 

Most supervised learning algorithms cannot deal with the significant imbalance in the dataset, 

which negatively impacts classifier performance [37]. Different methods are developed and 

implemented to obtain relatively balanced data [37], [38]. However, selecting the appropriate 

technique is essential, as some sampling techniques could cause overfitting, slow the learning 

process, or reduce algorithm performance due to the absence of potentially valuable data [38], 

[39]. Second, collecting, organising and grouping well-labelled and balanced training datasets 

requires considerable time and effort. 

 

2.8.2. Semi-Supervised Learning 
 
A semi-supervised learning novelty detection technique assumes the availability of unlabeled 

data and a small portion of labelled data, including normal and abnormal classes, during the 

training [30].  
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2.8.3. Unsupervised Learning 
 

The unsupervised learning approach does not rely on the availability of tagged data. It needs 

only available normal data. It is the most practised approach since obtaining sufficient data 

from normal events is usually possible, but that is seldom the case with abnormal events [36]. 

This dissertation will use unsupervised novelty detection as the training process needs normal 

data samples only. The employed novelty detection methods are explained in section 2.10. 

 

2.9. Dimensionality Reduction 
 

Data dimensionality reduction involves reducing the number of features in a dataset. Reducing 

the data dimensionality decreases the computational cost and could enhance the model's 

performance. Dimensionality reduction approaches could be typed into feature selection and 

feature extraction [40]. Feature selection is the process of choosing relevant variables from a 

dataset's actual variables. In contrast, Feature extraction transforms the features into a lower 

dimension by extracting new features from the actual variables. Some common feature 

selection and extraction methods are listed below. Autoencoder was employed as a feature 

reduction method in this dissertation and explained in section 2.10.3.   

 

A. Feature Selection methods: 

• Filter methods 

• Wrapper methods 

• Embedded methods 

 

B. Feature Extraction methods: 

• Autoencoders (AE) 

• Principal Component Analysis (PCA) 

• Uniform Manifold Approximation and Projection (UMAP) 
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2.10. Proposed Novelty Detection and Feature Reduction Methods 
 

2.10.1. One-Class Support Vector Machine (OCSVM) 
 
The OCSVM is one of the most commonly used unsupervised techniques for novelty detection. 

The OCSVM require no target labels for training. OCSVM learns the border for the normal 

samples and determines the data points beyond the boundary as outliers [41]. In our 

implementation, we employed A Radial Basic Function (RBF) kernel, defined as follows [42]. 

 

Κ(�1, �2) = exp	(−	
||�1 − �2||!

2�!
) 

 
 

Moreover, in this study, we have searched various nu values. nu is a crucial parameter of 

OCSVM that allows error acceptance. A larger nu allows for a larger error on the normal class 

but probably causes a smaller error on the abnormal class and vice versa. Generally, it is 

necessary to maintain a balance between normal and novel class errors, depending on the 

application domain.  

 

2.10.2. Isolation Forest (IF) 
 
The isolation forest technique is one of the most popular unsupervised techniques for novelty 

detection. Unlike other novelty detection methods, it identifies novel data points by isolating 

outliers in the data rather than profiling normal samples and determining distances between 

points [43]. This technique identifies abnormalities based on the principle that they are few and 

different. An ensemble of isolation trees is used in an IF to isolate anomalies in data points. 

Initially, it selects a feature from a set of features and then randomly selects a split value 

between the max and min values for that feature. As a result of this random partitioning of 

features, abnormal data points will have shorter paths in trees, thus different from the rest [44]. 

However, after an IF model is trained, decision-making requires an outlier score, calculated as 

follows [43]: 

�(�, �) = 2
"	
$(&('))
)(')  

 

In this equation, h(x) is the path length of x, c(n) is the average path length of an unsuccessful 

search in a binary search tree, and n is the number of dataset instances. �(�, �) is a score ranging from 

0 to 1, and high scores near 1 are more likely to be outliers [43].  
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2.10.3. Autoencoders (AE) 
 

Autoencoder is an unsupervised artificial neural network that attempts to compress input data 

into a lower dimensional representation and then decodes the low-dimensional representation 

to reconstruct the data to its original form [41]. Autoencoder consists of three parts: encoder, 

code and decoder. The encoder compresses the input data and forms the code, which is then 

used by the decoder to reconstruct the input. Autoencoder learns to compress the data while 

minimising the reconstruction error; in this study, Mean Squared Error (MSE) was used as a 

loss function. Figure 2 shows the general structure of an AE. Autoencoder can be used for 

different applications; In this study, it will be used for novelty detection and dimensionality 

reduction. 

§ Dimensionality Reduction 

When AE is used as a features reduction method, the low-dimensional representation (code) 

is extracted and used as input to the detector algorithm.  

 

§ Novelty Detection  

When AE is used as a novelty detection method, it is trained only on normal data points and 

learned to reconstruct them well. Thus, when an abnormal data point that different from normal 

samples, the AE will have difficulty reconstructing it, and the reconstruction error will be high. 

In this case, the error that exceeds a specific threshold will be considered abnormal. 

 

 
Figure 2 Autoencoder General Structure. 
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2.11. Literature Review 
 
Over the past few years, credit card fraud has become an increasingly severe issue worldwide. 

Considerable research on credit card fraud detection has been conducted to reduce losses. The 

researchers employed various novelty detection methods. A brief review of the most recent 

related work is outlined below. Different methods are classified into two main categories based 

on their learning mode: supervised and unsupervised learning approaches. 

 

2.11.1. Supervised Learning 
 

For the implementation of supervised learning, several algorithms and resampling methods 

have been applied to detect fraudulent credit card transactions [9], [10], [45]–[49]. [9] have 

applied under-sampling to handle the highly skewed dataset and researched various supervised 

learning techniques for credit cards fraud detection, such as Logistic Regression (LR), Support 

Vector Machines (SVM), Random Forest (RF), Ensemble Learning, K-Nearest Neighbors 

(KNN) and Decision Trees (DT). The results show that all the proposed classifiers performed 

well overall. Moreover, a comparative study was conducted on different supervised learning 

algorithms and sampling methods on a dataset containing credit card transactions [10]. Five 

machine learning techniques were applied to the balanced dataset with different sampling 

techniques, including Oversampling, Under-sampling, Both sampling, Random Oversampling 

Examples (ROSE) and Synthetic Minority Oversampling Technique (SMOTE). The results 

revealed that SMOTE sampling and logistic regression performed well, with an AUC of 97.04 

% and a precision of 99.99 %. In contrast, other classifiers performed well in terms of AUC 

and Accuracy but not in terms of precision. In addition, [46] used five supervised machine 

learning and feature selection methods to detect application fraud. This paper uses the German 

credit dataset to measure the efficiency of these machine learning methods and the filter and 

wrapper features selection methods. According to the study results, using filter and wrapper 

methods improved the prediction accuracy of J48 and PART. 
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2.11.2. Unsupervised Learning 
 

For the implementation of unsupervised learning, several machine learning and deep learning 

approaches have been applied, such as OCSVM [50], IF [50] and AE [51].  [50], proposed the 

grid search approach to estimate the hyperparameters of an OCSVM for fraud detection. The 

datasets used in this investigation include German and European credit card datasets. The 

results show that the GS-OCSVM identifies fraud more than the isolation forest in the German 

credit card dataset; the True negative rate (TNR) of GS-OCSVM and isolation forest was 

similar in the European cardholders dataset. In [52], a 10-layer deep Variational Autoencoder 

(VAE) was used and compared to DT, SVM, and AdaBoost. The results show that the 

AdaBoost outperformed the other models in precision. In contrast, the recall for VAE was the 

highest. [11] proposed Sparse Autoencoder (SAE) and Generative Adversarial Network (GAN) 

to detect fraud transactions. SAE was used to perform feature extraction by obtaining the 

representations of genuine transactions. Then the GAN was trained using the latent 

representation. Next, the SAE and the GAN discriminator were used to determine if a 

transaction was legitimate or fraudulent. The results show that the SAE-GAN performance was 

better than using GAN alone. In addition, the authors have compared the proposed model with 

other state-of-art used One-Class GP and SVDD. The SAE-GAN perform better in terms of 

precision and F1 score. 

 

The main conclusion drawn from previous studies is that machine learning and deep learning 

have shown promising results for credit card fraud detection. It is noticeable that most proposed 

methods are based on a supervised learning approach, which requires appropriately labelled 

and balanced training datasets [14]. However, this is against the nature of real-life credit card 

transaction data, where fraud accounts for a small proportion of daily transactions. 

Additionally, collecting and labelling these datasets requires considerable time and effort. 

Although different resampling techniques are proposed to handle the imbalance in the data, 

these methods could lead to overfitting or removal of relevant data points from the dataset. 

Furthermore, supervised methods may not be effective when detecting new fraud patterns and 

misclassifying them since they detect known ones [15]. 

 

Unlike supervised learning, unsupervised novelty detection relies on available unlabeled 

normal data to train a model to detect novel patterns in the future. So can address the 

imbalanced classification and unlabeled data issues [11]. However, it also noticed that most of 
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the studies focused on addressing the class imbalance problem, and less attention was on the 

issue of the high dimensionality of the data. Mainly when using unsupervised novelty detection. 

In contrast to supervised learning, feature reduction is challenging when employing a one-class 

learning approach [16]. This study's main contribution is using Autoencoder as a feature 

reduction method in an unsupervised credit card fraud detection approach, addressing the 

imbalance classification problem and the high dimensionality in the data. To the best of our 

knowledge, this is the first time it has been used for credit card fraud detection. 
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3. Methodology 
 
 
This chapter discusses the methodology adopted in this study for credit card fraud detection. 

We first introduce the overall credit card fraud detection pipeline and then provide an overview 

of each pipeline component. Finally, we explain all the metrics used to evaluate the 

performance of our proposed approach.  

3.1. Overall Methodology  
 
This study formulated credit card fraud detection as an unsupervised novelty detection 

problem, where the novelty detector builds on the available unlabeled normal transaction to 

detect abnormal events in the future. The proposed credit card fraud detection model operates 

at the transactional fraud level. It aims to differentiate between fraudulent and legitimate 

transactions, thus detecting successful fraudulent transactions as they start.  

 

Figure 3 shows the flow of the adopted methodology. In our proposed approach, the dataset 

with legitimate and fraudulent transactions was first collected, then pre-processed and split into 

training and testing sets. The training set contains only legitimate transactions, and the testing 

set includes normal and fraudulent transactions. The legitimate transactions are then trained on 

a dimension reduction algorithm to extract the low-dimensional representation. The low-

dimensional representation is then trained on a novelty detection model to detect credit card 

fraud. Finally, the trained models will be tested and evaluated based on the testing set. The 

purpose of choosing this approach was to address three major challenges discussed in Chapter 

2: the class imbalance problem, unlabeled data, and the high dimensionality of the data. 
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Figure 3 The Adopted Methodology For Credit Card Fraud Detection Model Development. 

 

3.2. Dataset Collection  
 
As a basis for training and evaluating our transactional fraud detection model, we needed both 

legitimate and fraudulent credit card transactions. For the dataset, we aimed to use not 

simulated transaction data, reflecting real-world transaction characteristics. However, finding 

real-world transaction datasets is challenging due to the sensitivity of the data. Consequently, 

we examined previous studies to obtain knowledge of the datasets used to make the proper 

selection decision. As a result, three datasets were found [53],[54] and [55]. [53] it is a 

simulated credit card transactions dataset where transactions are classified into fraud and non-

fraud. [54] German credit data is a dataset for credit applications classified customers into good 

and bad credit. [55] it is an actual European cardholders' transactions dataset where transactions 

are classified as fraudulent and legitimate.  

 

The dataset selected for this study is the European cardholders' transactions dataset, as it is the 

relatively recent available, not simulated dataset for transactional fraud. Additionally, the fraud 

to legitimate transactions ratio and the data characteristics reflect reality. The dataset was 

originally collected for research collaboration between Wordline and the Machine Learning 
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Group of ULB (Université Libre de Bruxelles) on big-data mining and fraud detection [56]. 

The dataset contains no confidential client information disclosure, so it could be shared and 

utilised to develop fraud detection methods. A public dataset release is available for download 

from Kaggle [55]. The dataset is described in detail in Chapter 4. 

 

3.3. Preprocessing Phase 
 
A dataset's quality directly affects model performance. Preprocessing is, therefore, essential in 

the detector development. In this phase, the dataset is cleaned to eliminate the noise in the data. 

As part of the implementation of the model, the Pre-processing phase was used to remove 

duplicate samples and missing or null values. Then, splitting the dataset into training and 

testing sets, where the training set contains just legitimate transactions, and the testing set 

includes both legitimate and fraudulent transactions. Panda library [57] was used to check and 

remove missing or null values and duplicated rows. The dataset was split into testing and 

training sets using the Scikit-learn library [58]. Additionally, the dataset variables' values were 

scaled due to the difference in the distribution of the variables. The scaling was done using the 

Standard and Min-Max scalers using the Scikit-learn library. The mathematical equation of the 

Min-Max scaler is given below [58]. 
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The mathematical equation of the Standard scaler is given below, where u is the mean and s is 

the standard deviation of the training data points [58]. 
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3.4. Training Phase 
 

3.4.1. Feature Reduction 
 
The high dimensionality of the data is one of the challenges in developing and designing credit 

card fraud detection system. Reducing features helps compress data and reduce storage space 

and computation time. Also, it could enhance the model prediction performance. In this study, 

Autoencoder was employed as a dimensionality reduction technique. The primary idea behind 

Autoencoder is to compress the data to maintain most of the relevant information so that 

decoder can decode the low representation to its original shape. This compressed version can 

help the models characterise the data better. In addition, it has proven effective in reducing 

computation time and improving performance when trained only on one class in other fields 

[59], [60]. In this study, different AE architectures were constructed, and the architecture with 

the best reconstruction accuracy was chosen for dimensionality reduction and other 

architectures were employed as novelty detection models.   

 

3.4.2. Novelty Detection Models 
 
Once the hidden low representation of legitimate transactions is obtained, it is used as input to 

train the novelty detection models. Our study uses the most common unsupervised novelty 

detection methods presented in the credit card fraud detection literature, including OCSVM, IF 

and AE. The algorithms were implemented using Python's Scikit-learn [58] and Keras [61] 

libraries since these libraries offer a wide range of functionalities and high-level frameworks. 

3.5. Testing Phase 
 

After the training phase, the trained AE, OCSVM and IF were obtained. They are tested and 

evaluated using different metrics based on the testing set. The evaluation aims to determine our 

model's likelihood of detecting unseen data and confirm its suitability for the intended use. 

Firstly, the original test set representation is fed into the trained AE encoder, and the low-

dimensional representation is extracted. Then, novelty detection models take the compressed 

representations as input to determine whether they are fraudulent or legitimate transactions and 

evaluate the model's performance. A more detailed explanation of the evaluation metrics is 

provided in the next section 3.6. 
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3.6. Evaluation Metrics  
 
The main goal of a credit card fraud detector is to differentiate between fraud and legitimate 

transactions, detecting successful fraud transactions as they begin. We used the common 

evaluation metrics in the credit card fraud detection literature to evaluate our models. We 

evaluate the results in terms of the confusion matrix and its related metrics. Additionally, the 

ROC curve (receiver operating characteristics curve) and AUC (area under the ROC curve) 

will be used for evaluation purposes. 

 

3.6.1. Confusion Matrix 
 

A confusion matrix is a method used to summarise a model's performance, providing a better 

understanding of actual and predicted classifications and errors made by the model [62]. Table 

1 illustrates the general confusion matrix structure for binary classification. Fraudulent 

transaction (Positive class) was labelled -1, while legitimate transaction (Negative class) was 

labelled a 1. The terminologies for the confusion matrix values are explained as follows: 

 

Table 1 General Confusion Matrix Structure 

Class Predicted	(-1) Predicted	(1) 

Actual	(-1) TP FN 

Actual	(1) FP TN 

 

§ True Positive (TP): The	 number	 of	 fraudulent transactions that	 are	 correctly	

classified	as	fraudulent.	 

§ True Negative (TN): The	 number	 of	 legitimate	 transactions that	 are	 correctly	

classified	as	legitimate.	 

§ False Positive (FP): The	 number	 of	 legitimate	 transactions that	 are	 incorrectly	

classified	as	fraudulent.	 

§ False Negative (FN): The	number	 of	 fraudulent transactions that	 are	 incorrectly	

classified	as	legitimate.	 
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The calculated confusion matrix values are also used to calculate several performance metrics. 

These metrics are explained below [30], [62]. 

1. False Negative Rate (FNR): The rate of fraudulent events is considered as normal. 

It is measured as: 

��� =
��

(�� + ��)
 

2. False Positive Rate (FPR): The rate of normal events considered as fraudulent. It 

is measured as: 

��� =
��

(�� + ��)
 

 

3. Precision: Shows the ability of the detector to not label a sample that is legitimate 

as fraudulent. It is measured as:  

�r������� =
��

(�� + ��)
× 100%	

 

4. Recall: Shows the ability of the detector to detect fraudulent events. It is measured 

as  

������ =
��

(�� + ��)
× 100% 

 

5. F-measure: Is a weighted harmonic mean of the precision and recall. It is 
measured as 

� −������� = 2
��������� × ������

��������� + ������
× 100 
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3.6.2. Receiving Operating Characteristic (ROC) curve 
 

The Receiving Operating Characteristic (ROC) curve is a graph presenting the performance of 

a classification model over a variety of thresholds. It is created by plotting the TPR versus the 

FPR, where each point on the curve represents a particular classification threshold [63]. ROC 

curve is insensitive to the class distribution, making it proper when dealing with imbalanced 

class distribution [30], [63].  

	

3.6.3. AUC (area under the ROC curve) 
 

AUC is the measure of the ability of a classifier to distinguish between classes and is used as a 

numerical summary of the ROC curve [30]. The higher the AUC, the better the performance 

of the detector at distinguishing between the genuine and fraudulent classes.  

 

The prime focus of fraud detection is to increase the detection of actual fraud events and 

decrease misclassified fraud events; this is assuming that misclassified fraud (false negative) 

could cause far more losses than false alarms (false positive), both false alarms and 

misclassified fraud are expensive and could cost the same [14]. Where misclassified fraud 

could result in financial loss, false alarms could restrict client financial access or financial loss. 

Thus, determining a cost-based indicator in credit card fraud detection is a complicated issue 

[14]. This study determined that the most important thing is that the model makes correct 

predictions, considering reducing misclassified fraud. Therefore, we used the computed AUC 

value  (i.e. the ability of a classifier to distinguish between classes) as the primary evaluation 

metric and the FNR (i.e. the rate of misclassified fraud transactions) as the second metric when 

comparing different algorithms' results in the experiments of this study. 
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4. Implementation  
 
 
This chapter discusses the implementation of our fraud detection model. We first introduce the 

environmental setup, followed by the dataset description. The following sections discuss 

preprocessing the dataset, feature reduction, and novelty detection models. 

4.1. Environmental Setup  
 
The proposed models were implemented in Python 3 using the Scikit-learn [58] and Keras 

modules [61]. Experiments were carried out in the Google Colaboratory environment with 12 

GB of RAM and 106 GB of disk space. Using Google's environment gives free access to GPUs 

and requires only a few setups. The laptop used in the research was equipped with a 2.7 GHz 

Dual-Core Intel Core i5 CPU and 8 GB RAM and ran mac OS Catalina. 

4.2. Dataset Description  
 
The dataset used in this study comes from credit card transactions made by European 

cardholders over two days in September 2013. The dataset was originally collected for research 

collaboration between Wordline and the Machine Learning Group of ULB (Université Libre 

de Bruxelles) on big-data mining and fraud detection. There is a total of 284,807 transactions, 

492 of which are fraudulent. The dataset is significantly imbalanced, with fraudulent 

transactions representing 0.17 % of all samples. Figure 4 shows the highly skewed distribution 

of the data towards the genuine class. 

 

Additionally, we used UMAP to reduce the dimension to two-component and visualise the data 

in Figure 5, which shows 3000 normal samples and 492 fraudulent samples. We also plot the 

distribution of the features in Figure 6. Figures 5 and 6 show that the distributions of non-fraud 

and fraud samples are not just imbalanced; they also overlap. Further, feature distribution is 

similar in features such as V6, V13, V20 and V25, making distinguishing between the two 

classes challenging. Table 2 describes all features in the dataset. Features V1 to V28 are 

numerical values obtained from Principal Component Analysis (PCA) for the original features. 

This transformation hides the original features to keep the information confidential. The only 

features not transformed by PCA are time and amount. 
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Table 2 The Definition Of Features In The Dataset. 

 

 

Figure 4 The Class Distribution Of Transactions Made By European Cardholders. 

 

 
Figure 5 UMAP representation for 3000 legitimate and 492 fraudulent samples 

Features Type Description 

Time Float 
In seconds, the time elapsed between each transaction and the first 
transaction in the dataset. 

Amount Float The transaction amount. 
V1..V28 Float The transformed features with PCA. 
Class Int Response variable 0 = Legitimate, 1 = Fraud. 



 34 

 
Figure 6 The Features Distribution 

 

4.3. Pre-processing  
 

4.3.1. Data Cleaning 
 

The dataset is loaded and pre-processed at this phase. read_csv() function in the Panda library 

was used to read the data in CSV format and save it as a Dataframe to facilitate cleaning and 

further analysis. Then, we used the isna(), isnull() and duplicated() functions in created 

Dataframe object to check the missing, Nan and duplicated values. The dataset has no missing 

or Nan values. However, the dataset has 1854 duplicated rows, where 1822 are normal, and 32 

are fraud. The duplicated samples were removed to avoid bias in the evaluation as they are the 
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exact data point. Only the first duplicated sample was kept, with 1081 total removed samples. 

Table 3 shows the number of samples before and after the duplicates are removed. 

 

Table 3  Dataset Structure Before and After Removing Duplicates. 

Transactions Original Dataset Dataset After Cleaning 

Legitimate 284315 283253 

Fraudulent 492 473 

 
 

4.3.2. Splitting the Dataset 
 

Once the dataset is cleaned, the dataset is then split into training and testing sets. The training 

set included all normal transactions, excluding 473 random samples, which were added to the 

473 fraud samples to form the test set. Table 4 shows the number of transactions in the training 

and testing sets. To do this, we used the train_test_split() function in the Scikit-learn library to 

exclude the random 473 normal samples from the normal transactions. We then used 

concatenate() in the NumPy library to add them to the fraud samples. 

 

Table 4 Training and Testing sets Segmentation. 

Dataset Legitimate Fraudulent Total 

Training set 282780 ______ 282780 

Testing set 473 473 946 

Total 283253 473 283726 

 

4.3.3. Scaling the Data 
 

The statistical analysis revealed that the features' means, maximums, and minimums differ. So, 

the training and testing sets were scaled before they were fed into the feature reduction and 

novelty detection algorithms. We used the StandardScaler and MinMaxScaler classes in the 

Scikit-learn preprocessing submodule. MinMaxScaler was used with the AE algorithm, and 

StanderScaler was used with the OCSVM and IF methods. 
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4.4. Feature Reduction  
 
Once the pre-processing phase is completed, the training set will be used to train the 

Autoencoder to reduce the features. Four different Autoencoder architectures were constructed. 

The four AE architectures implemented with the hyper-parameters are given in Table 5. The 

details of each network architecture are shown in Table 6. The four networks were trained on 

70% of the training set and then evaluated on the remaining 30%. Reconstruction accuracy was 

used to evaluate the architectures. The architecture with the best reconstruction accuracy will 

be chosen to extract the features. Table 7 shows the reconstruction accuracy of the AE 

architectures. As we can see, the AE 2 gets the highest reconstruction accuracy at 99.34%, 

which means it learned good feature representations. Therefore, AE 2 was chosen for the 

feature reduction. After that, we extract the AE2 encoder part to get the low-dimensional 

representation of the training and testing sets to train and evaluate the OCSVM, AEs and IF. 

Figure 7 shows the low-dimensional representation extracted from AE2 using UMAP for 3000 

legitimate and 492 fraudulent samples. We can observe from the graph that fraud and legitimate 

transactions are more detachable in the extracted hidden representation compared to the 

original representation in Figure 5. 

 

Table 5 The AE Hyper-Parameters 

Variable Parameters 

Hidden Layers Activation Function Tanh 
Loss Function Mean Squared Error 

Batch Size 32 
Epochs 100 

Optimizer Adam 

 
 

Table 6 Network Architecture Details 

Architectu
re 

Inpu
t 

Laye
r 

Hidden Layers 
Outp

ut 
Layer 

AE 1 30 20,10,5,10,20 30 
AE 2  30 24,22,20,22,24 30 
AE 3 30 28,26,24,22,20,18,20,22,24,26,28 30 

AE4 30 
29,27,25,23,21,19,17,15,13,11,9,7,5,7,9,11,13,15,17,19,21,23,

25,27,29 
30 
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Table 7 AEs Reconstruction Accuracy 

Architecture Reconstruction Accuracy (%)  

AE 1 96.59 
AE 2  99.34 
AE 3 98.28 
AE 4 96.70 

 

 

 
Figure 7 UMAP representation of the extracted low dimension  for 3000 legitimate and 492 fraudulent samples 
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4.5. Novelty Detection Models 
 
Once the low-dimensional representation of the training set is extracted, it is used to train the 

proposed novelty algorithms. The detailed implementation of the algorithms is explained below 

for each algorithm. 

 

4.5.1. One-Class SVM (OCSVM) 
 
In training the OCSVM, we employed the Radial Basic Function (RBF)  kernel to achieve the 

non-linear and multiple decision boundaries for inliers. The gamma was set to the Scale, and 

nu was searched in a different values range. Table 8 shows the Hyper-Parameters values used 

in training the OCSVM. 

 

Table 8 The OCSVM Hyper-Parameters 

Variable Parameters 

kernel RPF 
gamma Scale 

nu 
[0.01, 0.02, 0.03, 0.04, 0.05, 0.06, 0.07, 

0.08] 

 

4.5.2. Isolation Forest (IF) 
 
Two parameters searched in the training of IF are the contamination and max features. Table 9 

shows the Hyper-Parameters values used in training the IF. 

 
Table 9 The IF Hyper-Parameters 

Variable Parameters 

Contamination [0.09, 0.1, 0.17] 
Max Features [20, 10, 5] 

 
 

4.5.3. Autoencoder (AE) 
 

The AE1 and AE3 architectures were used as novelty detection models based on a specific 

threshold. To calculate the threshold, we used the training transactions. First, we fed it to the 

trained AEs architectures. Then we got the reconstructed outputs from the models and 

compared them to the original ones to calculate the reconstruction errors for each transaction. 

After that, we investigate various thresholds based on the percentage covering training 

transactions reconstruction errors. The percentage range from 90 to 99.  
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However, the AE1 and AE3 architectures were adjusted when trained with the extracted 

feature, so their input and output layers changed. Table 10 show their architectures when 

trained with the extracted features from AE2. 

 

Table 10 Adjusted Network Architecture Details 

Architecture 
Input 
Layer 

Hidden Layers 
Output 
Layer 

AE 1 20 10,5,10 20 
AE 3 20 18 20 
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5. Results and Evaluation 
 
 
Following the pre-processing of the dataset and feature reduction, the novelty detection 

algorithms discussed in the previous chapter are trained, and the results are illustrated and 

discussed in this chapter. Moreover, the findings of this study have been compared with the 

state-of-the-art unsupervised novelty detection methods on credit card fraud. 

5.1. Experiments Workflow  
  

Two main experiments are set up to select the effective model for detecting credit card fraud. 

The first experiment aims to train novelty detection models on the extracted feature and various 

parameters, and the parameters and architecture of the proposed algorithms were chosen. Then, 

in the second experiment, we will compare the novelty detection algorithms with the selected 

best hyperparameters with and without the proposed dimension reduction approach. 

5.2. Experiments 1 Results:  
 

This experiment aims to find the appropriate parameters for OCSVM and IF and architectures 

and thresholds for AEs. We trained the OCSVM, IF, AE1 and AE3 with the extracted features 

representation of the training set from AE 2, with various hyperparameters. The comparisons 

were based primarily on the AUC score and FNR. The best-chosen parameters for each 

algorithm are shown in Table 11. Figure 8 compares novelty detection algorithms with the 

selected best parameters. As shown in Figure 8, AE-AE outperforms AE-OCSVM and AE-IF 

in terms of AUC, F1 score, Recall and FNR. More detailed results are given in Sections 5.2.1, 

5.2.2, and 5.2.3 for AE-OCSM, AE-IF and AE-AE with various parameters, respectively. 

 

Table 11 The Final Hyper-Parameters for each Algorithm 

AE-OCSVM 

kernel RPF 
gamma Scale 

nu 0.07 

AE-IF 

Contamination 0.09 
Max Features 5 

AE-AE 
Architecture AE1 
Threshold 0.003742 
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Figure 8 Comparison of Novelty Detection Algorithms With the Selected Final Parameters. 

 

5.2.1. AE-OCSVM 
 

The investigated perparameter when AE-OCSVM was trained is the nu. As discussed 

previously, nu is a key parameter that, in real-life applications, should be set to a value 

acceptable to stakeholders and the application domain. Table 12 shows the results of the trained 

AE-OCSVM with different nu values. Results show that as the nu value increases, the FNR 

decreases and the recall increases where the lowest FNR was when nu is 0.08. However, the 

best AUC score, along with the lowest FNR, was found when nu was 0.07. thus, it was selected 

as the best value for the AE-OCSVM in this study. 

 

Table 12 The AE-OCSVM Evaluation with Different nu Values 

kernel gamma nu 
Precision 

(%) 

Recall 

(%) 

F1 

score 

(%) 

AUC 

(%) 
FNR (%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

RPF Scale 

0.01 99.0 83.0 90.0 91.0 16.913 192.96 0.22 

0.02 98.0 85.0 91.0 92.0 14.799 1737.56 0.41 

0.03 97.0 86.0 91.0 92.0 13.742 1291.81 0.62 

0.04 96.0 87.0 91.0 92.0 12.896 899.03 0.86 

0.05 96.0 87.0 91.0 92.0 12.685 1458.87 1.03 

0.06 95.0 88.0 91.0 92.0 12.262 1355.37 1.24 

0.07 95.0 88.0 91.0 92.0 12.051 1584.09 1.46 

0.08 93.0 88.0 91.0 91.0 11.628 2196.03 1.68 

95%

88%
91% 92%

12.05%

93%
88% 90% 91%

11.84%

95%
90% 92% 93%

10.17%

Precision Recall F1 score AUC FNR

Comparison of Novelty Detection Algorithms With the Selected 
Parameters. 

AE-OCSVM AE-IF AE-AE
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5.2.2. AE-IF 
 

The investigated hyperparameters when AE-IF was trained are the Contamination and Max 

Features. Table 13 shows the results of the trained AE-IF with different Contamination and 

Max Features values. Results show that the lowest FNRs were found when Contamination is 

0.17, the same as the percentage of outliers in the dataset. In contrast, the AUC and F1 scores 

were too low. However, the best AUC score, along with the lowest FNR, was found when the 

Contamination was 0.09 and the max features were 5. thus, they were selected as the best values 

for the AE-IF in this study. 

 
Table 13 The AE-IF Evaluation with Different Contamination and Max Features Values 

Contamination 
Max 

Features 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

AUC 

(%) 

FNR 

(%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

0.09 

20 92.0 89.0 90.0 90.0 11.416 13.54 0.07 

10 91.0 89.0 90.0 90.0 11.205 12.58 0.06 

5 93.0 88.0 90.0 91.0 11.839 9.71 0.07 

0.1 

20 91.0 89.0 90.0 90.0 10.994 13.37 0.07 

10 90.0 89.0 90.0 90.0 11.205 12.55 0.07 

5 92.0 89.0 90.0 90.0 11.416 9.76 0.06 

0.17 

20 86.0 90.0 88.0 90.0 9.514 13.39 0.07 

10 84.0 91.0 88.0 88.0 9.091 12.60 0.07 

5 86.0 86.0 89.0 87.0 8.668 9.79 0.06 

 

5.2.3. AE-AE 
 

The trained AE-AE1 and AE-AE3 were used to detect fraud based on different reconstruction 

errors (Thresholds). Percentiles of reconstruction error of training data were used to specify 

Thresholds. Tables 14 and 15 show the results of AE-AE1 and AE-AE3 with different 

Thresholds. Results show that as percentiles increased, the precision and FNR increased 

because the Threshold value increased, covering more normal and fraud reconstruction error 

values. The lowest FNRs were found when the Threshold was 0.002785 and 0.000050 for AE-

AE1 and AE-AE3, respectively. However, the AE-AE1 shows better performance than AE-

AE3. The best AUC score, along with the lowest FNR, was found using AE-AE1 with 

0.003742 as the Threshold. Thus, the AE-AE1 and 0.003742 as Threshold were chosen for this 

study. 
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Table 14 The AE-AE1 Evaluation with Different Threshold Values 

Per% Threshold 
Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

AUC 

(%) 

FNR 

(%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

90 0.002785 89.0 92.0 90.0 90.0 8.051 

2302.83 

 

0.10 

91 0.002934 90.0 91.0 91.0 90.0 8.898 0.10 

92 0.003097 91.0 91.0 91.0 91.0 8.898 0.10 

93 0.003272 93.0 91.0 92.0 92.0 9.322 0.09 

94 0.003482 94.0 90.0 92.0 92.0 9.746 0.10 

95 0.003742 95.0 90.0 92.0 93.0 10.169 0.09 

96 0.004079 96.0 89.0 93.0 93.0 10.593 0.09 

97 0.004561 97.0 89.0 93.0 93.0 11.017 0.12 

98 0.005294 97.0 88.0 92.0 93.0 12.288 0.09 

99 0.006585 99.0 84.0 91.0 91.0 16.102 0.09 

 
 

Table 15 The AE-AE3 Evaluation with Different Threshold Values 

Per% Threshold 
Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

AUC 

(%) 

FNR 

(%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

90 0.000050 89.0 85.0 87.0 87.0 15.222 

1437.34 

 

0.45 

91 0.000052 89.0 84.0 87.0 87.0 15.645 0.44 

92 0.000056 90.0 84.0 87.0 87.0 16.279 0.36 

93 0.000060 92.0 84.0 87.0 88.0 16.490 0.33 

94 0.000066 93.0 83.0 88.0 88.0 17.125 0.36 

95 0.000073 94.0 82.0 88.0 88.0 17.759 0.18 

96 0.000083 95.0 82.0 88.0 89.0 17.759 0.19 

97 0.000101 96.0 82.0 89.0 89.0 17.759 0.26 

98 0.000133 97.0 81.0 88.0 89.0 19.239 0.19 

99 0.000224 98.0 80.0 88.0 89.0 20.085 0.19 

 

5.3. Experiments 2 Results:  
 
This experiment examines the proposed feature reduction approach's effectiveness in 

prediction performance and computational time. In this experiment, the OCSVM, IF, AE1 and 

AE3 were trained without the extracted features representation from AE 2, then compared with 

the previous experimental results of the trained models with the extracted features. The 

comparisons were based on the evaluation metrics and the training and testing time. Figures 9, 

10, 11, 12 and 13 compare the evaluation metrics and computational time of the chosen models 

with the best parameters from the previous experiment with and without using the AE as feature 

reduction. Results show that using AE as feature reduction enhanced the evaluation metrics, 

particularly in terms of AUC, F1 and precision, and reduced computational time. Tables 16, 

17, 18 and 19 below provide more detailed results for each algorithm trained without the 

extracted features with various parameter values. These results compared with Tables 12, 13, 
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14 and 15; results also showed a significant improvement in the performance in all searched 

parameters when using AE as a feature reduction. 

 

 

Figure 9 The Evaluation Metrics Comparison AE-OCSVM and OCSVM 

 

 

Figure 10 The Evaluation Metrics Comparison AE-IF and IF 
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Figure 11 The Evaluation Metrics Comparison AE-AE and AE 

 

 
Figure 12 The Training Time Comparison. 
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Figure 13 The Testing Time Comparison. 

 
 

Table 16 The OCSVM Evaluation with Different nu Values 

kernel nu 
Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 
AUC (%) FNR (%) 

Training 

Time  

(s) 

Testing 

Time (s) 

RPF 

0.01 97.0 82.0 89.0 90.0 17.759 604.68 0.38 

0.02 97.0 83.0 90.0 90.0 16.702 870.78 0.58 

0.03 96.0 84.0 90.0 90.0 16.068 1575.42 0.82 

0.04 96.0 87.0 91.0 91.0 13.108 1503.33 1.07 

0.05 95.0 87.0 91.0 91.0 12.685 1814.87 1.36 

0.06 93.0 88.0 91.0 91.0 12.051 2177.92 1.60 

0.07 92.0 89.0 90.0 91.0 11.416 2676.15 1.81 

0.08 90.0 89.0 90.0 90.0 10.571 3312.92 2.27 

 

Table 17 The IF Evaluation with Different Contamination and Max Features Values 

Contamination 
Max 

Features 

Precision 

(%) 

Recall 

(%) 

F1 score 

(%) 

AUC 

(%) 

FNR 

(%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

0.09 

20 89.0 88.0 89.0 89.0 11.628 27.32 0.08 

10 90.0 89.0 89.0 89.0 10.994 15.24 0.07 

5 90.0 89.0 90.0 90.0 10.571 11.57 0.07 

0.1 

20 88.0 89.0 88.0 88.0 11.416 22.96 0.08 

10 88.0 89.0 89.0 89.0 10.782 15.70 0.07 

5 89.0 90.0 89.0 89.0 10.359 11.51 0.08 

0.17 

20 83.0 93.0 88.0 87.0 7.400 22.97 0.07 

10 84.0 92.0 88.0 87.0 7.611 15.22 0.08 

5 84.0 92.0 87.0 87.0 8.457 11.58 0.07 
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Table 18 The AE1 Evaluation with Different Threshold Values 

Per% Threshold 
Precision 

(%) 

Recall 

(%) 

F1 

score 

(%) 

AUC 

(%) 

FNR 

(%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

90 0.001829 89.0 90.0 90.0 90.0 10.148 

2362.47 

 

0.18 

91 0.001914 90.0 89.0 89.0 90.0 10.994 0.22 

92 0.002003 91.0 89.0 90.0 90.0 10.994 0.24 

93 0.002103 92.0 89.0 90.0 90.0 11.416 0.73 

94 0.002226 93.0 88.0 90.0 91.0 12.051 0.21 

95 0.002374 94.0 88.0 91.0 91.0 12.474 0.18 

96 0.002544 96.0 86.0 91.0 91.0 13.742 0.20 

97 0.002773 96.0 85.0 91.0 91.0 14.588 0.21 

98 0.003131 97.0 84.0 90.0 91.0 15.645 0.19 

99 0.004055 99.0 81.0 89.0 90.0 19.027 0.19 

 

Table 19 The AE3 Evaluation with Different Threshold Values. 

Per% Threshold 
Precision 

(%) 

Recall 

(%) 

F1 

score 

(%) 

AUC 

(%) 

FNR 

(%) 

Training 

Time  

(s) 

Testing 

Time 

(s) 

90 0.000039 88.0 85.0 86.0 87.0 15.254 

2261.79 

 

0.10 

91 0.000042 89.0 85.0 87.0 87.0 15.254 0.09 

92 0.000045 90.0 84.0 87.0 87.0 15.678 0.10 

93 0.000050 93.0 84.0 88.0 89.0 16.102 0.10 

94 0.000055 93.0 84.0 88.0 89.0 16.102 0.09 

95 0.000063 93.0 83.0 88.0 88.0 17.373 0.10 

96 0.000074 94.0 81.0 87.0 88.0 19.068 0.09 

97 0.000091 96.0 81.0 88.0 89.0 19.068 0.10 

98 0.000120 96.0 80.0 88.0 89.0 19.915 0.09 

99 0.000210 98.0 78.0 87.0 88.0 22.458 0.10 

 

5.4. Discussion  
 

The results of this study provide supporting evidence that using unsupervised novelty detection 

techniques and Autoencoder as a feature reduction method has a promising potential to detect 

credit card fraud. The results also demonstrate that the proposed approach deals effectively 

with imbalanced and unlabeled datasets and can reduce training and prediction time. 

 

Defining and determining performance indicator for credit card fraud detection is an open issue 

and rely on the business and stakeholder. As discussed in section 3.6, in this study, we chose 

the most critical factor to be that the model makes correct predictions, considering the reduction 

of misclassified fraud. Therefore, we used the AUC score as the primary evaluation metric and 

the FNR as the second metric when comparing different algorithms' results and choosing the 

parameters and threshold in the experiments of this study. With 93% AUC and 10.17% FNR, 

the AE-AE1 model achieved the best results, as shown in Figure 8. AE-OCSVM and AE-IF 
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closely followed these results with 92%, 91% AUC and 12.05%, and 11.84% FNR, 

respectively. 

 

Figures 12 and 13 compare the training and testing times of the novelty detection algorithms. 

OCSVM and AE have high computational time, particularly during training, whereas IF has 

the lowest training and testing time. However, this could be improved by fine-tuning AE's 

epochs and batch size and employing sample reduction methods to reduce the training set for 

OCSVM  [64], [65]. 

 

Using Autoencoder as a feature reduction method with only one class shows efficiency in 

reducing features. It has decreased the features from 30 in the original dataset to 20, enhanced 

the model's performance, and reduced the computational time. the results show that the AUC 

of the AE, OCSVM and IF classifiers have increased from 91.0% to 93.0%, 91.0% to 92.0% 

and 90.0% to 91.0% and the precision are also improved from 93.0% to 95.0%, 92.0% to 95.0% 

and 90.0% to 93.0% when trained with the extracted features. The main reason for this high 

performance is that the novelty detection algorithms are trained with low-dimensional 

representation. The low-dimensional representation helps the models characterise the 

transaction better, so the AUC score improved significantly, particularly with AE3. 

Additionally, we have tried UMAP to reduce the dimension. We fed it by the training set that 

only contained normal samples and searched various components (3,5,10,20). However, it 

shows a drop in performance, unlike when it was fitted by normal and fraud data points in [49]. 

5.5. Comparative Analysis  
	

In a topic such as credit card fraud detection, Performing a precise comparison with prior 

research is challenging due to the variety of study environments. Studies in credit card fraud 

have used different learning approaches and feature extraction and selection methods. As a 

result, their evaluation metrics and results differed. Therefore, we compared only similar 

previous studies in our study. Our algorithms are compared with prior studies using an 

unsupervised learning novelty detection approach to solve transactional credit card fraud 

problems, and Table 20 shows relevant studies. We consider several factors in our comparison: 

algorithms, datasets, number of features, and the highest achieved evaluation scores. 
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As shown in Table 20, our models perform as good as previous studies' algorithms. Our models 

outperform the VAE in all the evaluation metrics. It also achieves better results than the SAE-

GAN algorithm in F1 and Recall. Most studies focused on detecting fraud and handling the 

imbalanced classification problem. However, reducing the computational time is also very 

important in the detection problem. Comparing our approach to relevant studies, we used 20 

features rather than 30 in the original dataset, reduced training and testing time and enhanced 

performance. 

 

Table 20 Comparison of Current Study Findings with Previous Studies Results 

Author(s) Algorithm(s) Datasets 
Number of 

Features  

Evaluation Metrics 

Precision Recall 
F1 

score 
AUC FNR 

[52] VAE 
European 

cardholder 
30 74.2 81.5 77.6 ___ ___ 

[11] SAE-GAN 
European 

cardholder 
50 97.59 79.37 87.36 ___ ___ 

[50] 

GS-OCSVM European 

cardholder 
30 

___ 97.06 90.32 92.28 ___ 

IF ___ 98.53 91.80 93.01 ___ 

Our 

AE-AE 
European 

cardholder 
20 

95.0 90.0 92.0 93.0 10.169 

AE-OCSVM 95.0 88.0 91.0 92.0 12.051 

AE-IF 93.0 88.0 90.0 91.0 11.839 
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6. Limitations and Future Work 
 
 
Although the proposed approach offers great promise for detecting credit card fraud, reducing 

training and testing time, and dealing with imbalanced datasets, the results may have a high 

FNR. Moreover, due to the scarcity of data on credit card fraud, using only one dataset could 

limit the generalizability of the experiment's findings. However, due to the limited time 

allocated for this study, multiple aspects could be improved in the future. A few suggestions 

are provided below.  

 

• Analyse and assess the performance of the proposed models using other fraud datasets 

as they become available. 

 

• Expand the investigation by applying other machine and deep learning novelty 

detection methods, such as Local Outlier Factor (LOF) and Subspace Outlier Detection 

(SOD). 

 

• Combine two or more novelty detection methods, then analyse and evaluate their 

performance. 

 

• Apply a hybrid approach by combining unsupervised and supervised methods and 

evaluating their performance. 

 

• Perform different feature reduction methods or hybrid reduction methods combining 

different techniques and evaluating their effectiveness. 

 

• Investigate methods that could minimise the effect of class overlapping and improve 

fraud detection. 
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7. Conclusion  
 
 
This study proposes unsupervised novelty detection techniques with the help of dimensionality 

reduction methods to detect credit card fraud. This approach is proposed to address three 

challenges facing the design of a fraud detection system: class imbalance, lack of labelled 

dataset, and high dimensionality of the data. The European cardholder dataset has been used to 

evaluate this approach.  

 

In this study, we compare and analyse the performance of three unsupervised novelty detection 

techniques, OCSVM, IF, and AE, with the help of Autoencoder, as a feature reduction method. 

First, we constructed four AE architectures and chose the architecture with the highest 

reconstruction accuracy to extract the low-dimension representation of the transactions. Next, 

the novelty detection methods were trained on the extracted features with various parameters, 

and the most appropriate parameter was selected for each algorithm. 

 

The experimental results show that the proposed approach effectively detects credit card fraud, 

handles imbalanced and unlabeled datasets, and reduces training and prediction times. 

Moreover, using Autoencoder as a feature reduction method with only one class has proven to 

be efficient in reducing the number of features. It has reduced the number of features from 30 

in the original dataset to 20 and enhanced the model's performance compared to those trained 

without the extracted features. The highest AUC score and the lowest FNR were achieved by 

AE-AE1. 
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8. Reflection on Learning  
 
 

Topic selection was the first step in carrying out this study. We have done many machine 

learning projects during the taught modules, especially the applied machine learning module. 

Most of these projects were based on supervised learning and classification methods. However, 

a limited section of this module was about unsupervised learning and novelty detection 

methods. This part caught my attention, and I wanted to learn more about it than we did in 

class. Interestingly, after the lecture, Dr Yuhua Li mentioned an available project this year to 

detect credit card fraud using novelty detection techniques. At that point, I knew that this 

project would introduce me and enable me to expand my knowledge in this new area. 

The work in this study was broken up into several phases to ensure the most successful possible 

outcome, and each of these phases provided practical and academic lessons. These phases 

include: 

• Developing a thorough understanding of the topic and the problem that needs to be solved. 

• The exploration of research methodologies and methods of implementation to solve the 

problem. 

• The practical implementation and the analysis of the outcomes. 

Initially, I was challenged to formulate the problem at hand. I needed to improve my 

understanding of the issue and its implications. I had to research multiple solutions and existing 

approaches. Doing so improved my research abilities and furthered my skills. I conducted an 

extensive survey of the literature in which I studied my options and possible solutions, and I 

came to identify gaps and opportunities in the works of others. Additionally, reviewing existing 

research methodologies and methods helped me create a concrete solution tailored to my scope. 

Moreover, I gained valuable knowledge in articulating methods and approaches I was 

unfamiliar with before this study.  

Lastly, the practical implementation was all about trial and error. One of the key challenges 

during the implementation was using an Autoencoder since it was different from other used 

novelty detection methods, which could be called directly using the Scikit-learn module. And 

it was my first time dealing with a neural network. To accomplish this, I spent several weeks 
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reading about autoencoders, their types and applications, and how to select the appropriate 

activation functions and parameters to construct an Autoencoder. Another challenge was 

determining the evaluation metrics to compare between the models. Choosing metrics to 

evaluate fraud detection is an open issue and depends on the business or the study's aims. 

However, after reading and investigating, I settled on the AUC and FNR as evaluation metrics. 

 

Finally, suppose I am given another opportunity to work on credit card fraud detection or any 

other novelty detection problem. In that case, I believe I will be able to approach it 

appropriately, reducing the amount of time it takes using what I have learned. In summary, I 

would like to conclude that this project is one of the most valuable parts of my master's journey. 

This is because it provided me with many practical and academic skills that I can use in the 

future. I believe this experience was beneficial and will allow me to develop my work further 

or engage in new adventures in my future professional and academic life. 
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