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1. Introduction 
Social media played a vital role during the pandemic; Providing millions across the UK with a means to 

reconnect communities, who had found themselves indefinitely disconnected from one another due to 

the introduction of new, drastic legislation aimed at preventing the spread of this novel coronavirus. 

This has been proved to be true, as Rajan (2020) from the BBC reveals that adults spent nearly 6 and a 

half hours a day watching TV and online video during the first lockdown. This much greater utilization of 

online services to reconnect with the world could serve to be an invaluable source of information for 

opinion mining.  

This project is aimed at examining to what extent Reddit can be used as a useful tool for measuring 

public debate and sentiment towards COVID-19 and the restrictions that were introduced to slow down 

the spread of the virus and protect lives. This study will focus more so on the posts and comments from 

the entire year of year 2020 to focus on the beginning and the first peak of the pandemic.  

Popularity in machine learning has arguably grown exponentially over the last decade, with further 

advancements in computational processing power potential leading to a demand for new ways to 

further the field of natural language processing. Machine learning tools which have grown from this rise 

┘ill He used to aﾐal┞ze ‘eddit usersげ disIourse aIross the suHreddit dediIated to spreadiﾐg ﾐe┘s, ad┗iIe, 
and media following the spread of the virus in the UK. 

2. Acknowledgements 
I would like to take the time to thank my supervisor my supervisor for being incredibly patient with me 

and for supporting this project all of the way. Our meetings gave me invaluable insight and advice to 

help keep my project going in the right direction.  

3. Related Studies 
A study done by Chen et al. (2020) is very closely related to my chosen area of study. Their study aimed 

to uﾐderstaﾐd T┘itter usersげ disIourse aﾐd ps┞IhologiIal reaItioﾐs to COVID-19. They use sentiment 

analysis to derive emotions from within topics extracted from 1,963,285 tweets that contained hashtags 

containing chosen key-words. 

The quality and quantity of their research is something I aspire to reach in future projects. 
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5. Background 
This chapter will cover context to the site that data will be collected from, and the software that will be 

used to: collect, analyze, and extrapolate the data. Beginning with the online messaging and posting 

forum, Reddit, leading further onto the natural language processing tools used to overcome the tasks 

involved in ensuring thorough analysis of the data from my chosen source. These topics involve how I 

came to choose Reddit, and the applications used to extract the data from there, the theory behind 

sentiment analysis, the miscellaneous python libraries used, how I aim to use opinion mining to derive 

public debate, why I have chosen to implement a term selection algorithm to support my analysis and 

the implementation behind that, and finally, what topic modelling is and why it was important for me to 

uncover hidden topics of conversation and discourse within the text.  

5.1. Reddit 
Reddit is an online messaging forum that is made up of millions of subreddits which cover just 

about every single topic one could imagine. A subreddit is a specific online community which 

posts are associated and related to the topic which it adheres to. Subreddits are supervised by 

moderators who have the power to dictate what sort of content is allowed to be posted on the 

subreddit. Reddit in its entirety is presided by Reddit admins who have the authority to strip 

moderators of their title and remove entire subreddits. A subreddit can feature any number of 

submissions which can be posted by a user to discuss a topic of interest to the subre ddit. This 

submission can then be commented upon by anyone viewing the subreddit. Submiss ions are the 

topics of conversion on a subreddit, whilst the comments are the debate around them.  

Widman (2021) perfectly describes the jargon and design of Reddit and breaks down how to use 

all of ‘edditげs features iﾐ-depth, ┘hile ﾏeﾐtioﾐiﾐg that ‘edditげs ﾏost eﾐgagiﾐg feature is the 
ability to be iﾐIogﾐito or けsoIiall┞ lo┘-ke┞ as ┞ou desireげ.  

I chose Reddit above all because I believed it to be the perfect challenge  for myself. I believe 

there to be huge potential for to derisive public debate and opinion mine on Reddit. 

5.1.1. r/coronavirusUK 
The CoronavirusUK subreddit was first created on the 11th of February 2020 for UK residents to 

discuss their thoughts and opinions towards the surging pandemic, eleven days after the first 

two cases of coronavirus in the United Kingdom were confirmed by the BBC (2020). It claims to 

spread ﾐe┘s, ad┗iIe, aﾐd ﾏedia follo┘iﾐg the UKげs spread of the ┗irus. The website 

subredditstats contains accurate statistics pertaining to every single subreddit on Reddit.  

5.1.2. Python Reddit API Wrapper 
P┞thoﾐ ‘eddit API Wrapper ふP‘AWぶ siﾏplifies aIIess to P┞thoﾐげs API. P‘AW eﾐaHles easy access 

every submission and comment from any subreddit on Reddit. This means that I can search any 

number of subreddits and return a list of the newest, most popular, or hottest submissions  

through a series of simple python commands. However it is limited somewhat because there is 

no feature to search for submissions or comments by date. 
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5.1.3. Subreddit-comments-dl 
Subbreddit-comments-dl is a python application that enables the downloading of any number of 

submissions from a subreddit. Created by data engineer Simone Guardati, the python 

application downloads any number of submissions from a given subreddit within a specified 

date range. One of the main reasons why this application is perfect for my project is that it not 

only downloads submissions, but their comments too.  

5.2. Sentiment Analysis 
Sentiment Analysis is a machine-learning, natural language processing task that once solved has 

the power to identify and extract opinions from any given length of text. Also known as Opinion 

ﾏiﾐiﾐg, its oHjeIti┗e is to e┗aluate the attitude aﾐd eﾏotioﾐ of the te┝tげs ┘riter. Paﾐde┞ ふヲヰヱΒぶ 
claims that sentiment analysis is so important for many reasons such as its usefulness f or 

practitioners and researchers in fields such as sociology, marketing, advertising, psychology and 

much more. All of which are heavily dependent on data from human-computer interaction. 

Pandey (2018) continues by stating that blogging content from social media sites such as Twitter 

and Facebook pose serious challenges, not only for the sheer volume of data involved, but also 

the variety of languages in which users use to express sentiment. 

5.2.1. VADER 
VADER, which stands for Valence Aware Dictionary for Sentiment Reasoning, sentiment analysis 

model to accurately measure the polarity and strength of emotion. VADER is a lexicon and rule-

based sentiment analysis tool that is specifically attuned to sentiments expressed in social 

media. Sentiment analysis, however, is actually a very hard task for computers to perform. 

Computers are not all that comfortable in comprehending figurative speech and understanding 

emotions through text is not always that straightforward; Sometimes people can be misled and 

100% accuracy from computers is not feasible. Another problem which is not glaringly obvious 

for humans is that text can often contain multiple sentiments at once , suIh as the seﾐteﾐIe さThe 
Hest I Iaﾐ sa┞ aHout the ﾏo┗ie is that it ┘as iﾐterestiﾐgざ. The ┘ord けiﾐterestiﾐgげ  does not 

straightforwardly convey positive sentiment which can confuse the algorithm.  Beri (2020) goes 

into depth about why sentiment analysis is so important, ┘h┞ itげs so hard to perform, and how 

to make your own implementation of VADER sentiment analysis in python. VADER relies on a 

dictionary that maps lexical features from text into sentiment scores. A compound score is 

derived from the percentage of positive, neutral, and negative sentiment within the text. 

Punctuation, capitalization, degree modifiers, conjunctions and preceding tri-grams all impact 

the sentiment. VADER was perfect for this task as Pandey (2018) points out that it works 

exceedingly well on social media type text and emojis too. The results of using VADER are quite 

remarkable and highlight the benefits that can be attained through the usage of VADER with 

regards to social media type text.  
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5.3. Term/Feature Selection 
Feature or term selection will always play a key role in the world of machine learning. Identifying 

the ﾏost rele┗aﾐt terﾏs iﾐ a doIuﾏeﾐt IolleItioﾐ is a fairl┞ Ioﾏﾏoﾐ task. Itげs aﾐ iﾐIrediHl┞ 
important problem within machine learning in which one must select the most salient features in 

which to build a model. One such example of a solution is the chi-square test.  

5.3.1. Chi-Square Test for Feature Selection 
The chi-square test solves the term selection problem by testing the relationships of features 

between documents. Gajawada (2019) not only helps to explain the theory and mathematical 

formula behind the chi-square test but also shows how to implement a working example in 

Python also. The chi-square test is heavily used in statistics to test the independence of two 

values. For the purpose of my project, the chi-square test is going to be used to find terms which 

are highly salient in positive or negative comments, not both. This will be compared to terms 

found at sentiments which are above and below the interquartile range the compound scores, 

meaning these terms will be associated with extreme positive and negative sentiment.  
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5.4. Topic Modelling 
Topic modeling is an unsupervised technique to find a set of topics discussed within documents. 

Itげs a geﾐerati┗e statistiIal ﾏodel that allo┘s set of oHser┗atioﾐs to He e┝plaiﾐed H┞ uﾐoHser┗ed 
groups to explain why some parts of the data are similar. Kapadia (2019) describes topic models 

as statistical language models used for uncovering hidden structure in a collection of texts. Itげs 
two main tasks are Dimensionality Reduction and Unsupervised Learning. Latent Dirichlet 

Allocation is just one of many existing algorithms used to perform topic modelling. 

5.4.1. Latent Dirichlet Allocation 
In Latent Dirichlet Allocation (LDA), each document may be viewed as a mixture of various topics 

where each document is considered to have a set of topics that are assigned to it via LDA. It is a 

generative probabilistic model that makes the assumption that every topic is a combination over 

a set of words, and each document is a combination of over a set of topic probabilities. 

Essentially, each document is assumed to be characterized by a particular set of topics, with 

each topic assumed to be characterized by a particular set of words. 

5.4.2. Gensim 
Gensim is a framework for topic modelling in Python. Gensim allows me to implement a working 

version of the Latent Dirichlet Allocation in python. 

5.5. Miscellaneous Python libraries 

5.5.1. Pandas 
Pandas offers a flexible, open-source data analysis tool in Python. It features: an efficient 

DataFrame object for data manipulation and indexing, tools for reading and writing data 

structures, flexible reshaping of data sets, label-based slicing and indexing, quick and easy 

insertion and deletion of columns, time series-functionality and is highly optimized for 

performance.  

5.5.2. Matplotlib 
Matplotlib is an impressive library for the creation of interactive visualizations of data and 

graphical plotting in Python. I have used Matplotlib to visualize the results of my project. 

Matplotlib also works brilliantly alongside Pandas to allow me to easily create these data 

visualizations.  

5.5.3. Wordcloud 
Luvsandorj (2020) wrote an excellent piece on how quick and easy creating a word cloud 

generator in Python is and showed me how useful and insightful it can be for exploratory 

analysis. Word clouds are fantastic at visualizing the frequency of words in any given text. 

5.5.4. Scikit-learn 

Scikit-learn is a machine learning library for Python. It features many algorithms for 

classification, regression, clustering, and so much more.  
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6. Data collection 

6.1. Subreddit selection 
Before I had received ethical approval to begin my data collection, and devising methods to 

collect the data even, I set about researching what subreddit(s) to use for data collection. I first 

designed a spreadsheet with a list of the most populated counties across the United Kingdom and 

checked to verify if they had a corresponding subreddit on Reddit. It did not take long for me to 

understand how long it would take to extract a ┞earげs ┘orth of data from even just the ten most 

populous counties in the UK. Furthermore, I would have to devise an algorithm to determine if 

the topic of a submission was centered around coronavirus or restrictions.  

Henceforth, I took a different approach and sought to use the subreddit r/coronavirusUK. This is 

because I felt the ~89,000 members would have sufficient data over the entirety of 2020, and I 

could be sure that all of the content was focused on the pandemic and its impact in the UK.  

6.2. Downloading subreddit comments 
PRAW was first experimented with to examine the quality and quantity of data that could be 

extracted and analyzed. However, using PRAW alone presented no option to return a list of 

submissions from a subreddit with a specified datetime range. Reddit data dumps have always 

been a popular choice to process and analyze large volumes of data from Reddit. Unfortunately, 

there was not enough data to cover the entire first year of the pandemic and downloading ~15 

gigabytes of data to only use a few hundred megabytes of it is not a viable method.  

This led me to discover a git repository for a Python program created by Simone Guardati called 

subreddit-comments-dl. It is a simple but intuitive program that downloads any number of 

submissions and their comments from a specified subreddit, between a given time frame. The 

resulting process formed two data structures for all submissions and comments separately. 

In total, 574,205 comments and 30,530 submissions were both collected. I could then procede 

with further steps to ensure the quality of my data. 
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6.3. Removing neutral comments 
After sentiment analysis had been performed on the comment data frame, all neutral comments 

were removed. This is because neutral comments were, more often than not, deleted or 

removed, or even just automated messages from a subreddit moderator or bot. These neutral 

comments affected the overall mean sentiment and were also not of interest to this experiment 

as I am only interested in comments which reflect a positive or negative sentiment.  

 

Figure 1. Preprocessing data chart (Personal collection).  

 

6.4. Storing comments and submissions in a data frame 
The resulting positive and negative comments, as well as all the submissions they pertain to, are 

stored in two separate data frames using pandas in Python. The use of pandas enabled me to 

select and index the data frame quickly and efficiently. The dataframe was saved on my 

uﾐi┗ersit┞ OﾐeDri┗e to Ioﾏpl┞ ┘ith the uﾐi┗ersit┞げs data storage policy.  

 
Figure 2. Sample of the comment data frame  
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7. Implementation 

7.1. Text pre-processing 
Before I could begin data analysis, I wanted to ensure the quality of my data. Therefore, I 

undertook text preprocessing steps were taken such as:  removing all punctuation, setting all text 

to lower case, removing emails and newline characters. Figure 3 shows the regular expressions 

commands I used on the comments to achieve this. It creates a new column in the comment 

DataFrame Ialled けproIessed_te┝tげ froﾏ the origiﾐal Ioﾏﾏeﾐt けHod┞げ ┘ithout aﾐ┞ puﾐItuatioﾐ  

before converting all that text to lowercase. Emails and newline characters were not removed 

until the topic modelling algorithm.  

 

Figure 3. Code for text preprocessing 

This newly processed text was stored alongside the original text in the comment data frame so 

that I could test the results of both. I did this because, in removing punctuation such as 

exclamation marks and upper-case text, I hypothesized that the sentiment of comments would 

change, as I ┘ould He reﾏo┗iﾐg ┘hatげs kﾐo┘ﾐ as seﾐtiﾏeﾐt aﾏplifiers or iﾐteﾐsifiers.  For 

example, the sentence けI THOUGHT THE FILM WA“ G‘EAT!!!げ ┘ould result in a higher overall 

compound score thaﾐ けI thought the filﾏ ┘as greatげ.  
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7.2. Sentiment analysis 
Once the preprocessing of the data had finished, I could begin analyzing all the data. The very 

first thing I did was create a graph to compare the numbers of posts and comments made over 

time for the entire year. Figure 5 shows the function that would return a list of categorized 

sentiments and compound scores for each sentiment. 

 

Figure 4. Code for sentiment analysis 

The body of text from all comments would be sent in the form of a list as a parameter for this 

function. Pandas would intuitively set the values for both sentiment and compound score  

columns by iterating through the return value to assign a value for each row. The compound 

score of a comment was calculated by using the polarity_scores function froﾏ VADE‘げs 
sentiment intensity analyzer.  

The idea behind returning the classified sentiment of a comment, as well as the compound 

score, was so that I could easily and efficiently categorize positive and negative comments 

without having to calculate it every time. 
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7.3. Term selection 
Scikit-learn has a great primer example on how to implement term selection with chi-square 

which was perfectly explained by JustGlowing (2014) using sklearnげs 20newsgroups datasets. I 

used their implementation as inspiration to create my own that was fit for purpose to meet the 

demands of my project.  

7.3.1. Preparing the data for term selection 
In Figure 5 I copy and transform the comment data frame by adding another column labelled 

けtargetげ. A target then had to be assigned to a comment based on its sentiment.  

 

Figure 5. Code to transform the comment database into a dictionary 

 

Figure 6. Code to determine what target document a comment would be assigned to 

Figure 6 above shows how simple this is to do: 0 for neutral, 1 for negative, and 2 for positive. By 

separating the comments into separate documents, I can then calculate how unique AND 

frequent the terms are for each. I further dropped unnecessary columns from the data frame 

before passing it into the document vectorizer. 
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This dictionary was finally passed into my document vectorizer with n being the number of chi 

terms I wanted to return, which was 25. X is a document-term matrix Xij which records the 

frequency of a term i in a document j. I can then compute the relevancy of terms based on the 

columns of this document-term matrix. The code which was used can be found below in Figure 7. 

 

Figure 7. Code to return 25 most salient chi2 terms 

7.3.2. Positive vs negative terms 
The first experiment I wanted to conduct was to analyze the most frequent terms found at both 

positive and negative sentiment. Therefore, I passed the entire comment data frame as neutral 

comments had been completely removed during data collection and pre -processing.  

7.3.3. Extreme positive vs extreme negative terms 
The second term selection experiment that I thought would give meaningful insight was looking 

into terms relevant and frequent in extremely positive and negative sentiment. This would be 

done by collecting comments that fell into the 25th and 75th percentile for compound score.  
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7.4. Topic modelling 
I closely followed the work of Kapadia (2019) and Revert (2018) to understand the background, 

implementation, and benefits of topic modelling with Latent Dirichlet Allocation for my project. I 

took inspiration form their own work to implement a working LDA model for my dataset.  

7.4.1. Further text-preprocessing  
I firstly created a new variable called data which was a list of all previously processed comments. 

I then use regular expressions to remove all emails, newline characters and single quotes to 

make the text even more amendable for my analysis and because they can be distracting. This 

can be seen in Figure 8. 

 

Figure 8. Code used for further text-preprocessing 

7.4.2. Exploratory analysis 
It was important to me to check that my preprocessing was sufficient, so I used the word cloud 

library in python. Demonstrated by Luvsandorj (2020), I was able to get a visual representation 

of the most popular terms in the text. Figure 9. showed that it was not necessary to perform any 

further preprocessing. 

 

Figure 9. Word cloud of comment sample for exploratory analysis 
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7.4.3. Data tokenization 
The next step was to prepare the text in the best format for my LDA model. I tokenized each 

word into a list of words. Further removing unnecessary characters and punctuation. Figure 10. 

below shows the code used to prepare the text data for the LDA. This is doﾐe usiﾐg geﾐsiﾏげs 
simple_preprocess fuﾐItioﾐ. I ha┗e the paraﾏeter けdeaIIげ set to True to remove any remaining 

punctuation. 

 

Figure 10. Code for data tokenization and clean-up 

7.4.4. Building bigram and trigram models 
A bigram is the name given to two terms that appear frequently together in a document. 

Likewise, a trigram refers to three terms that occur frequently together in a document.  

E┝aﾏples of Higraﾏs Iould He け┗aIIiﾐe_trialげ or けhigh_riskげ. Figure 11 below shows how I created 

the bigram and trigram models using the topic modelling library genism. 

 

Figure 11. Code to build bigram and trigram models 
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Now I could begin to define some more functions to remove to stop words, make the bigrams 

and trigrams, and lemmatize the data. Figure 12. shows the code I used to create all those 

functions. Lemmatization is the process of combining groups of the inflected forms of words 

together so that they can be examined as a single entity. Iﾐ other ┘ords, itげs aﾐ algorithﾏiI for 
determining the lemma of words based upon their intended meaning. 

 

Figure 12. Code to remove stop words, create bigrams and trigrams and lemmatize data. 

7.4.5. Data transformation for the corpus and dictionary 
As the two main inputs of an LDA are a corpus and dictionary called id2word, I had to create 

them with a few simple lines of code, which can be seen in Figure 13 underneath. 

 

Figure 13. Code to transform the data and create the corpus and id2word 

Essentially, Gensim assigns a unique index for each word in the document. The corpus is a map 

of each word index and their frequency.  
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7.4.6. Building LDA model 
I created a function which allowed me to build an LDA with any number of topics. This way I 

could later improve my model to get the most coherent topics. Figure 14 shows the final LDA 

model that I went with. The two most important parameters for an LDA model are arguably 

chunksize and passes. Chunksize dictates how many documents will be loaded into memory 

each time it trains. Passes is the total number of iterations through the entire corpus.  Limiting 

these two parameters could result in some documents not converging in time. They need to be 

high enough that I can be sure that the document swill converge so that topics make sense.  

 

Figure 14. Function to build an LDA 

7.4.7. Testing topic coherence scores * Explain Topic Coherence Score 
Coherence score in topic modelling is used for evaluating the quality of topics. Therefore, I 

would ideally prefer to choose the number of topics which would yield the highest coherence 

score. I investigated a piece by data scientist Ruchirawat (2020) for 6 tips to improve my 

coherence score for better quality topics. I used this to increase the chunksize and passes 

parameters in my LDA model to see what kind of scores I could get. I would use these results to 

test a number of different topics and determine the best fitting model. The code used can be 

seen below in Figure 15. 

 

Figure 15. Code to test coherence score for n topics 
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8. Results 

8.1. Exploratory analysis 
Before beginning any other data analysis, I wanted to not only check the quality of data that I 

had, but the quantity of the data. I counted each comment and submission by day to visualize 

activity on the subreddit. Figure 16 very clearly shows how activity on the subreddit changed over 

time.  

Thereげs aﾐ iﾐitial surge of aIti┗it┞ in mid-March not long after the subreddit was first created. 

Thereげs a gradual deIliﾐe iﾐ comments and posts up uﾐtil “epteﾏHer ┘here thereげs aﾐother 
increase in activity culminating with a huge peak at the start of November. Lastly there is another 

spike in activity right on the cusp of the new year. 

 
Figure 16. Comments and submissions per day on r/coronavirusUK over time 

This data on its own only tells me that there are few peaks throughout the year, therefore I sought to 

research into why these peaks had occurred. The most obvious choice was to compare the COVID-19 

case and death data to this figure. 
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Figures 17 and 18 below show the daily new cases and deaths in the UK respectively. It may not 

be as apparent in the figure for daily cases, however, Figure 18 is almost directly correlated to 

the activity on Reddit. A high daily death rate could be a catalyst to spark more public debate on 

social media sites such as Reddit. A high cases and death rate could potentially worry the UK 

population of another lockdown entirely or just more restrictions to control the spread.  

These peaks that are separated by troughs in low cases describe the first two waves of the 

pandemic in the UK. This is visualized in Figure 16 but I believe the lower frequency in posts and 

comments per day is a result of people not experiencing the same fear of the unknown as they 

once did in the first wave when all of this very new. 

 

Figure 17. Daily new cases of COVID-19 in the UK (Worldometer, n.d.) 

 

Figure 18. Daily deaths from COVID-19  in the UK (Worldometer, n.d.)  
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8.2. Sentiment analysis 
The results of using the machine learning and natural language processing tool VADER to derive 

usersげ thoughts and feelings from the subreddit are not entirely conclusive upon first glance. In 

Figure 19, I present a graph to show the average sentiment of comments per day. Overall, it 

shows that the mean sentiment across the period was mildly positive. The reason why there is 

such a high fluctuation in compound scores towards the end of the graph lies in which the way 

the data was collected. All of the comments that were collected were pulled from the 

suHﾏissioﾐs do┘ﾐloaded H┞ Guardatiげs suHreddit-comment-dl application, which were limited to 

within the scope of 2020.  

 

Figure 19. Mean comment sentiment per day 

The consequence of this being that there is very little comment data after the 31st of December 

2020. Leading to a very high polarity in sentiment after the new year, with Figure 5 showing the 

drastic drop off in frequency of comments per day after the 31st of December 2020. This has been 

visualized in Figure 20. 

 

Figure 20. Comment count from 26/12/20 – 10/1/21 
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The solution to this problem as mentioned in the method was to group all comments by their 

submission ID. My hypothesis was that the discourse and discussion of comments could all be 

linked back to the topic of the submission. The first graph of which is shown in Figure 21. It tells 

you that over time, sentiment on the cornavirusUK subreddit was again mildly positive overall 

with a few peaks from June to September.  

 

Figure 21. Mean submission sentiment per day 

Next, I wanted to visualize the distribution of sentiment across the year. Therefore, instead of 

plotting the mean sentiment per day, I plotted each compound score individually. The resulting 

Figure 22 is incredibly interestin. It shows that where there were peaks in activity on the 

subreddit, there was also a very high polarity in sentiment compound scores.  

While one might expect there to be more negative sentiment expressed as a result of lockdowns 

and a looming pandemic, there could be a fairly simple explanation for this. The figure tells me 

that while some users could be expressing negative sentiment through the uncertainty of their 

futures, others may be expressing hope and optimism about theirs. 

 

Figure 22. Submission sentiment per day over time 
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8.3. Most salient chi2 terms 
Figure 23 shows the most salient terms found amongst positive and negative comments in the 

dataset. Itげs Ilear that ┘ords like death, die, died, bad, and worse are associated with negative 

comments and terms like good, thanks, best, and hope are associated with positive comments. 

Some that might be a little unclear are positive and flu.  

Users using the term positive could be someone talking about how they are positive for the 

future but could also be someone talking about positive COVID-19 cases. Likewise, someone 

using the term flu could be trying to compare the lethality of COVID-19 to the flu or, on the 

contrary, using the term to describe just how much more dangerous this coronavirus is.  

 
Figure 23. Top 25 most salient chi2 terms for positive and negative comments 
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As part of this experiment, I also wanted to look at terms that were salient in extreme positive 

and negative sentiment. Therefore, I found comments which were found in the upper and lower 

most quartile of compound score. The results can be seen in Figure 24, which shows a more 

even spread of salient terms than before. The term Hope is a lot more salient in extremely 

positive sentiment, while safe and love are two new terms which are most salient in extreme 

positive sentiment too. 

 

Figure 24. Top 25 most salient chi2 terms for extreme positive and negative comments 
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8.4. Topic modelling 
The resulting graph for the testing of my topic coherence scores is shown in Figure 25. While 

selecting the number of topics with the highest coherence score may seem like the logical choice, 

it is not always best where coherence is highest. Therefore, I tried 10, 12, and 17 topics and 

visualized them with pyLDAvis. 

 
Figure 25. Coherence score testing on the comment data frame 

Ultimately, I found that 17 was the optimal number of topics. I found that increasing the 

number of topics often split up larger ambiguous topics into smaller more related topics. Figure 

26 shows the intertopic distance between my visualized topics. While an ideal LDA model should 

contain no overlapping topics, I found that there were always topics which were not going to 

the general nature of Reddit and its community.  

 

Figure 26. Intertopic distance map for LDA model with 17 topics 
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To better understand what Figure 26 is actually showing: The circles represent each topic, and 

the distance between each topic visualizes how related they are. The model tells me how unique 

each topic is that I have discovered. While I was aiming to minimize the number of overlapping 

topics as I wanted them to be as unique as possible, I always found that it would detect topics 

which contained reddit slang or features, which no coherent themes could be derived from.  

Of the 17 topics, there were only 14 which had clear themes amongst them. 

• Topic 2: Increasing rate of cases and deaths and a potential lockdown. 

• Topic 3: Debate around Boris and his governments scientific evidence in response to the 

pandemic. 

• Topic 4: The damage of lockdowns on the economy and society.  

• Topic 5: Uncertainty at whether: pubs and gyms would be open, and if people could visit 

their families for Christmas. 

• Topic 6: The NHS and the deaths of vulnerable, elderly people in care. 

• Topic 7: Panic buying of essential items. 

• Topic 8: Transmission of the virus. 

• Topic 9: Figures and reports of daily figures. 

• Topic 10: Discourse surrounding mandatory mask wearing. 

• Topic 11: Education and online-learning. 

• Topic 12: New test and trace application to track positive cases. 

• Topic 14: Guidance for people who Iaﾐげt ┘ork froﾏ hoﾏe ┘ho are self-isolating. 

• Topic 16: Discussion and debate surrounding the news of potential vaccines. 

• Topic 17: Potential new strains of coronavirus immune to vaccine. 

Figure 27 contains a table of all topics which I could derive a clear theme below from based on 

the association of the words contained within the topics. 

 

Figure 27. Selected topics with clear themes and their 14 most relevant terms 
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9. Evaluation 

9.1. Text pre-processing 
It is very clear to me that the text pre-processing was very successful and important in the 

results. I made sure to keep both the original body of text from each comment with little pre -

processing as well as the final processed text.  

Figure 9 showed me that text pre-processing was successful because of the quality of the most 

popular terms within the text. Removing neutral comments after data collection was important 

because  

9.2. Sentiment analysis 
Sentiment analysis on Reddit data was a huge success. The results from Figure 19 were not 

conclusive and only really proved that the sentiment across the year was fairly neutral.  

I then aggregated the mean compound score for each comment by their submission ID, so that I 

could give each submission a compound score based on the mean score of all their comments.  

This was I could plot the results as seen in Figure 21 and avoid the fluctuation in results after 

2020. The results only proved to be more mildly positive throughout the year with some 

fluctuation between June and October. 

 I also used this aggregated submission compound score to plot Figure 22 which showed me that 

there was a larger polarity in sentiment where the frequency of comments was greater. I found 

this to correlate with the case and death figures in the UK throughout the year, as whenever 

cases and particularly deaths were on the rise, activity on the subreddit also rose with it . This can 

be seen in Figures 17 and 18. 

9.3. Term selection 
I looked at both positive and negative, and extreme positive and negative comments to see which 

terms appeared most frequently and exclusively to both. I found the results to be quite 

impressive in showing that people commonly used the terms death, die, died, bad, worse in 

negative comments and good, people, thanks, and hope in positive. There are some which are 

aﾏHiguous suIh as けpositi┗eげ aﾐd けfluげ like I ﾏeﾐtioﾐed iﾐ the results ┘hiIh Iould He froﾏ either.   

It was interesting to me to find the words hope, safe, and love had a much higher saliency in  

extreme positive and opposed to all positive comments. Seen in Figure 24.  

9.4. Topic extraction 
Of all my experiments, topic modelling has been the one I am most proud of. It is an area of 

machine-learning that I had not known of before the project began. It was very insightful to be 

able to model the different themes of discussion within the text. Topic modelling was possibly the 

most time and resource consuming aspect of the project, with which results I believe could be 

improved upon with more advanced computational power. 
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10. Future Work 
There are many extra features I would love to have been able to explore and implement if I had more 

time and the processing power. One such feature would have been geocoding the sentiment and public 

discourse based on geographical location data found within the text. This is something I had tried early 

on in the project but was unsuccessful with as not nearly enough submissions actually contained and 

geo-parseable data. One method of overcoming this would be to search for COVID-19 related 

submissions and comments on localized subreddits such as r/London or r/Cardiff.  

While being able to see how positive and negative sentiment towards COVID-19 restrictions changed 

over time was incredibly useful, I could not help but feel I was only scratching the surface into examining 

the puHliIげs eﾏotioﾐal respoﾐse to the paﾐdeﾏiI in the UK. Therefore, I would have liked to have 

investigated a method in which I could detect emotions from textual data. Band (2020) introduces the 

python package text2emotion which aims to do just that. It processes any given text, analyzes it to 

extract embedded emotions, and outputs a dictionary. This dictionary contains five key emotions: 

Happiness, Anger, Sadness, Surprise, and Fear. I did a short test aﾐd fouﾐd that ┘ith ﾏ┞ Ioﾏputerげs 
processing power it would take 111 hours to compute the emotions from all 428,817 comments. 

Therefore, it was not feasible to try and implement this with my currently available resources. 

I would also really like to look more in-depth into the topics and themes I had discovered within the text. 

I think that looking more into the sentiment expressed within each topic could give an even clearer 

picture into the public debate around COVID-19 and the related restrictions. For example, the sentiment 

expressed within the themes: The damage of lockdowns on the economy and society, closures of pubs 

and gyms and restrictions around Christmas, mandatory mask-wearing, online-learning, and working 

from home could help to paint a much clearer picture of how really felt about COVID-19 restrictions in 

the UK. 

11. Conclusion 
This project took a different path from what was initially intended from the initial report. Limitations in 

the metadata that Reddit stores on comments and submissions made it incredibly difficult to try and 

geocode the data. However, I am incredibly satisfied with the outcome. 

Overall, Reddit is useful to a large extent when used as a tool to measure sentiment and public debate 

of COVID-19 and related restrictions. This is because main objectives of my project were to: collect 

submission and comment data from Reddit, perform sentiment analysis on the comments, visualize how 

sentiment towards COVID-19 discourse changed over time, find the most popular terms in positive and 

negative sentiment, and derive themes of discussion within the text, and I feel like I successfully 

achieved all of those aims. 

Data collection went incredibly smoothly with the help of Guardati (n.d.) and I was able to construct a 

large dataset, sufficient in quantity and quality for my data analysis to come later. 

Sentiment analysis, with the help of VADER, produced some very interesting results which were later 

used to help select the most salient terms with chi-square.  

It was very insightful for me to see the most frequent and unique terms to both positive and negative 

sentiment comments. Chi-square helped solve the term selection problem quickly and efficiently, while 
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also providing me with a model to train future machine-learning algorithms faster. This is because it 

reduces the complexity of a model as it only features the most salient terms. Term selection was very 

useful in analyzing the most popular and unique terms in different sentiments. This could be used in 

future to build a model that is easier to understand as it will only feature the most salient features. 

Topic extraction and modelling has by far been my most proud experiment. It has taught me a different 

field of natural language processing and machine-learning that allowed me to really challenge my 

programming skills and the natural language processing theory I have built up during my time at Cardiff. 

The results of this experiment can definitely be improved upon to find more coherent topics and to use 

them to measure the sentiment and discourse within the different topics. However, topic modelling 

increased the utility of Reddit being used to model sentiment and public debate towards COVID-19 and 

the related restrictions. 

This project has been an immense challenge for myself, one which I have already reaped several 

benefits from. I believe this project has a lot more potential that I implore to explore as there are many 

possibilities on Reddit for the data science field. My problem solving and time management skills have 

also greatly benefited from this project too; I have faced many coding problems which I have not yet 

experienced while studying at Cardiff such as term selection and topic modelling and have been given 

the opportunity to work on a project with a scale that I have not been used to. 
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